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In this benchmark study, time-dependent density-functional theory (TDDFT) is applied to calculate one- and
two-photon absorption spectra (related to linear and third-order optical responses, respectively) in a series of
large donof-acceptor substituted conjugated molecules. Calculated excitation energies corresponding to one-
and two-photon-absorption maxima are found to be in excellent agreement with experiment. The evaluated
two-photon-absorption cross sections agree with experimental data as well. We conclude that the TDDFT
approach is a numerically efficient method for quantitative calculations of resonant nonlinear polarizabilities
in large organic chromophores.

I. Introduction etrized for the ground state (e.g., Austin Model 1 (AM1)) and
) ) ) o (at most) the excited states active in the linear spectroscopy

Two-photon absorption (TPA) involves electronic excitation (g g, the intermediate neglect of differential overlap/spectros-
of a molecule induced by a pair of photons of the same or ¢qpy (INDO/S) model, fitted to reproduce UwWis absorption
different energy. Unlike one-photon absorption (OPA), TPAis gpectra at the Cl singles (CIS) level). These models are often
quadratically proportlpnal to the intensity of the |nq|dent Ilght_, in error when applied to the two-photon transitions where higher
and hence, by focusing the beam, one can precisely localizegycited-state energy levels are involved and double excitations
TPA in a small volume up to one wavelength in size deep inside gre important. Methods including higher-order correlations are
the bulk of the material. This property of TPA holds great computationally expensive and often result in the overcorrelated
promise for many useful applicationsuch as manufacturing  ground-state wave functidfi.!8In addition, size consistency is

of optoelectronic logical circuitsand three-dimensional optical  not guaranteed and special care needs to be taken when choosing
data storagé;® optical power limiting? upconversion lasing,  the right configurationd®-22

in vivo imaging of biological tissue%!? and photodynamic

therapy!! However, to minimize photodamage, one has to utilize
lasers of lower intensity. Existing materials do not absorb
enough at low intensities, and this makes synthesis of new
materials with large TPA cross sections an important goal. In
particular, an accurate theoretical prediction of TPA properties
(both frequencies and cross sections) is necessary for the ration

design of chromophores with enhanced nonlinear optical molecules. We expect TDDFT to perform well in TPA calcula-
response. tions based on the success of this method in the description of
Until very recently, most known organic molecules possessed the excited states. TDDFT was shown to be superior to both
low TPA cross sections, on the order of 10s of GM f@ert- semiempirical (ZINDO and PM3/%)and low-level ab initio
Mayers, 1 GM= 1¢50 cnt' s). Recent advances in molecular (c|s and TDHF}®2°results in predicting electronic excitations
design and modeling by Wel; Reinhardt,*1> Perry;¢~18 into the valence states. In particular, TDDFT calculates relatively
and others have led to key design strategies linking two-photon- e|| even states with significant double excitation character such
absorbing properties to the molecular structure. Enhancedgg Ay states in centrosymmetric molecufésHigher-lying
nonlinear properties in these functional materials result from Rydberg states are also well reproduced by TDDFT if asymp-
long-range collective electronic “communications” (coherence totic corrections to the standard GGA functional are made and
and charge transportj. Therefore, there is a clear need for large basis sets are us&et® Typical hybrid functionals, such
quantitative computational approaches able to calculate molec-z5 the B3LYP model, provide the best accurécn addition,
ular clusters with hundreds of atoms in size and to fully tne extensions of TDDFT to second- and third-order properties
investigate electronic phenomena and predict trends. have been explored in several stude® and, in particular,
While post-HartreeFock (HF) ab initio methods, such as for TPA properties in small moleculés.
MR—CI (multireference configuration interaction) and CASPT2  Recently we have shown that the density matrix formulation
(complete active space with perturbation theory correction to of the time-dependent KohrSham equatiodd37:38 allows
the second order), provide an accurate description of the treatment of adiabatic TDDFT on the same footing as the TDHF
electronic transitions in principle, they are prohibitively expen- theory to an arbitrary order in the external perturba@bfhis
sive when applied to the molecules of practical interest. ajlows us to obtain closed expressions for frequency-dependent
Semiempirical methods, on the other hand, are usually param-gptical polarizabilities up to the third order in the driving fiéfd.
In this article, we use these equations for computing the third-
* Corresponding author. E-mail: serg@lanl.gov. order optical response and, subsequently, TPA energies and
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Random phase approximation (RPA) theory, also known as
the time-dependent Hartre&ock (TDHF) method? was shown
to be an affordable way to treat electronic spectroscopy of large
molecule$* However, systematic deviations from the experi-
mental datZ® remain in the description of the correlated
ailectronic states. Here we propose to use an adiabatic TDDFT
pproack for calculation of TPA properties in large organic
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cross sections in the extended molecular systems. As a

benchmark for our TDDFT calculations, we selected recently

published extensive experimental and theoretical studies of

stilbene and bis(styryl)benzene derivativés8:40.41

Il. Theoretical Methodology

The two-photon-absorption cross sectioiis related to the
imaginary part of the third-order polarizability ag6-18.40.41
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whereh is Plank’s constant; is the speed of lightn is the
refractive index of the medid, is the local field factor, and
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is the average over all orientations, where indicaadj refer
to spatial directions, y, andz.#2
Traditional evaluation of the third-order polarizability using
the perturbative sum-over-state (SOS) appré&athrequires

ground- and excited-state energies, state dipoles, and transitior]_|ereSX

dipoles. However, the manifold of contributing states and
transition dipole moments between the excited states are no
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= sign@), indicess=1, j, k, | label the spatial directions
(%, ¥, and2), indicesv = a, 3, v, 6, n = —M, ..., M run over

lthe excited states, arfd, are excitation energies obtained from

avall_able_ from linear response theory (see a detailed dis- linear response theory by diagonalization of the Liouville
cussion in ref 39). Alternative expressions for the frequency- operator

dependent polarizabilities have been recently derived specifically

for TDHF and TDDFT approach&&3°These equations require

only quantities that can be obtained from linear response theory

and the corresponding functional derivatives in the TDDFT
method.
In particular, the third-order polarizability corresponding to

TPA egs 2.1 and 2.2 can be calculated using an eight-termv > 0 (v < 0) according to the conventio®,

expression symmetrized with respect @, w,, and ws
permutation&®3°
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which eigenvectors (transition densiti&$ come in conjugated
pairs?623 We assume thaf2, is positive (negative) for all
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are tensors symmetrized with respect to all permutations of their benchmark the accuracy of the TDDFT approach for OPA and
indices ¢, 5, y, 0, ) which describe coupling among the TPA properties. All quantum chemical calculations were
excited states mediated by Couloniland dipolex interactions. performed using Gaussian 98Unless stated otherwise, the
Here u® is the dipole matrix fors-spatial directionp is the 6-31G basis set was used for all calculations. For the DFT
ground-state density matrix, ands a unit matrix. These are  computations, we employed the B3LYP functional, which is
K x K matrixes in the orthonormal finite basis set of skke the most commonly used and, arguably, the most accurate

The Coulomb exchange-correlation operaiois defined as density functional in quantum chemistry. The geometry was
optimized at the HF and B3LYP levels. The solvation effects
V.. (8) = ((pgolmm’)E. . — c(pmo|gqno)é,.. J,.) + were neglected. The optimized geometry was then used to carry
g n;, '~ & meo out the TDDFT/B3LYP calculations.
z fopmmnrEmny (2.18) Molecular structures used in the calculations (Figure 1) differ
& from those studied experimentaify’® as follows: the alkyl

groups (butyl and dodecyl) and terminal phenyl rings in
where pgo|mny’) denotes the two-electron integrals (indices diphenylamino groups were replaced with the methyl groups.
p, g, m, n, ando refer to the orbitals spatial and spin indices, Some experimental data are available for both diphenylamino
respectively). Becke’s mixing parametgrallows the introduc- and dialkylamino derivatives. To distinguish them, we use letter
tion of the HF exchange and the construction of hybrid a(2a 3a etc.) for the molecules with the diphenylamino groups.
functionals?®46 foq,mny is the matrix element of the kernel ~ All molecular geometries were optimized starting from the

corresponding to the functional derivatfé’ conformations analogous to geometries found in the crystal
structures of6a and 11a!® which meansC, symmetry for
S2EC moleculesl, 2, and 2a, and C; symmetry for the others.

fo(rr’) = (2.19) Molecular geometries were optimized in these symmetry groups,

on,(r)on,(r') as well as in plana€;, symmetry.
HereE*‘[n] is an exchange-correlation functional of the charge
density n(r). Finally, the expressions for®@ and »® are
quadratic and cubic i, respectively’? and depend on the third- A. The Effects of Molecular Geometry. Even the most
and fourth-order functional derivatives that are currently being accurate electronic structure method will fail if the input
coded into some modern quantum-chemical packages primarilymolecular geometry is not accurate. The effect of the input
for implementing the analytic derivative technique in TDDFT.  molecular geometries on the calculated TPA properties appears
to be significant. The molecules in question are conjugated
l1l. Computational Approach molecules, where typically two structural factors have a major

For the practical implementation of this methodology, we used impact on the electroqic properties._The bonq length alternation
the Gaussian 98 packa§éo calculate the linear response in (BLA) parameter, defined as the difference w;glength between
adiabatic TDDFT by solving an eigenproblem (2.12) and, the single and double bqnd_s(((:_—C) — 1(C=C)y®reflects the
subsequently, to print the excitation energi®s, transition degree of an un.even.dlstrlbutlpln of theelectror_ls over the
densities &, dipole matrixesu©®, and relevant Coulomb bonds (Peierls distortion). Additionally, the torsional disorder
exchange-interaction matrixe&£,) and V((1/2)(Es, p).Ea)) (nonplananty) defined as the deviation of the torsional angle
defined by eq 2.18. To calculate the TPA frequencies and cross-&round the single bond from 180 degrees affects the delocal-
section magnitudes, we utilize the collective electronic oscillator 1Zation of thez-electron system as well. Both parameters depend
(CEO) program which computes first-, second-, and third-order " the chemical sub.stltuents, ;olvent, and the other environ-
responses in various regimes using the TDHF approach com-mental factors. For instance, it has been repéfteuat the
bined with the semiempirical Hamiltonian mod&Minor code ~ change from planar to twisted AM1 optimized geometry
modifications were required to interface the CEO with TDDFT (nonplanarity of 28) and the change in BLA from 0.075 to
data printout since both TDHF and TDDFT methods share the 0-090 A for the moleculd 1 mediated by approaching point

same mathematical description for the excited-state electroniccharges increase the transition energy by 0.5 eV and decrease
structure® the TPA cross section 2-fold. In another family of molecules,

In our calculations, terms containing? and »® in egs 16 however, the calculated TPA cross sectfriscrease upon

and 17 have been neglected since the appropriate functionaf"Visting the molecule by 80from the planar geometry.
derivatives are not yet available in the Gaussian “uille It was shown that several DFT functionals yield planar
believe that these quantities will have a minor impact on the optimal geometries for the unsubstituted stilbene, unlike the
nonlinear polarizability magnitudes. In fact, as we show later other methods, where nonplanarity increases when going from
in this paper, the Coulomb operators on the cross densitiesAM1 to HF and to MP2 (Mgller-Plesset perturbation theorsy).
V((1/2)(Es, p).Ex)) have negligible effect on the TPA cross The BLA parameter can also vary from 0.15 A in HF to 0.11
sections. In practice, terms containing and.® are straight- A in AM1, MP2, and B3LYP methods. These results show a
forward to implement into our code once the corresponding requirement for a careful choice of the geometry optimization
functional derivatives become available in the quantum-chemical method.
codes. In section IV.C, we test the effect of various approxima-  Unfortunately, the comparison of molecular geometries with
tions in the third-order polarizability expression (23.11) to experimental data is not straightforward. The nonplanarity of
identify the major contributions. transstilbene (compound in Figure 1) was a subject of debate.
The OPA and TPA properties of stilbene and bis(styryl)- Even though the molecule appears to be almost planar in crystal
benzene derivatives have been a subject of extensive experi-at the room temperature, this is an artifact of positional disorder
mental studie$® 18 These molecular structures are shown on and pedal motioR® Even when the disorder is not detected,
Figure 1. In this article, we use the experimental data to the average length of the central bond and nonplanarity may

IV. Results and Discussions
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Figure 1. Molecules studied in this paper.

be underestimated. This is why special treatment, such as low- Steric effect of the substituents destabilizes planar geometry,
temperature experimefifsand partial positional occupational ~while the resonance effect stabilizes it. Our HF calculations
refinement$? is needed. After precautions are taken, the BLA predict planar geometry for the compourids-15 (Figure 1),

in the crystal is 0.1360.146 A, and nonplanarity is°5One which have longer conjugated chains between the phenyl rings.
may argue that the crystal environment distorts the molecular For the rest of the molecules, the barrier to planarization is less
geometry from the gas-phase value, but we have to keep in mindthan 1 kcal/mol. The only exceptions &and11, where these
that the spectroscopic experiments are done in solution with barriers are 4.7 and 25.1 kcal/mol, respectively. Coincidentally,
the polarity similar to that in stilbene crystal. Gas-phase electron these are the only nonplanar molecules produced by the DFT
diffraction of thetrans-stilbené® yields a similar BLA of 0.152 optimization. A greater planarization barrier for molecute

A, but nonplanarity is found to be much greater{3®owever, was expected from the significant nonplanarity of moledila

this result can be ambiguously interpreted as a mean amplitudein the crystal® However, the experimental two-photon cross
of the torsional motion in the soft single-well potential, or as a section, which is sensitive to molecular planarity, has compa-
minimum of a double-well potential. An indirect evidence for rable values for moleculekl and4. This could be rationalized
the planarity of stilbene in solution was presented recédtly. as evidence of a similar degree of nonplanarity for these
Although the barrier to planarization at the MP2/6-31G* level molecules in solution.

was found to be 0.8 kcal/mol, comparison of the predicted Regardless of the optimum value of the torsional angle, we
vibrational spectra with experiment in solution revealed the can conclude that the torsional potential in stilbene and its
agreement with the planar model. analogues is shallow and that the molecules adopt a wide range
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TABLE 1: Calculated and Experimental Torsional Angles TABLE 2: Calculated and Experimental'6-18 Frequencies
(deg) and Bond-Length Alternation (A) in the Vinyl (eV) Corresponding to the OPA Maxima (Usually the
Bridge Adjacent to the Central Ring in the Molecules 1, Lowest Excited State ofB, Symmetry) of Molecules Shown
6a, and 11& in Figure 12
compound, method €C =C BLA torsion compound exp B3LYP HF/nonplanar HF/planar
1, gast 1.481 1.329 0.152 325 1 4.18 4.07 4.34 4.23
1, crystab 1.472 1.336 0.136 52 2 3.32 3.46 3.67 3.61
1, crystaf® 1.471 1.326 0.145 5.3 2a 3.20 3.20
1, AM1 1.453 1.343 0.110 22.9 3 3.04 2.89 3.15 3.06
1, HF/6-31G 1.475 1.332 0.143 21.5 3a 3.02 2.95
1, B3LYP/6-31G 1.468 1.352 0.116 0 4 2.90 2.76 3.04 2.93
1, MP2/6-31G 1.482 1.364 0.118 333 4da 291 291
63, crystat® 1.467 1.328 0.139 24.3 5 2.72 2.52 2.74 2.73
6a, AM1 1.452 1.345 0.107 26.7 6 2.53 2.49 2.67 2.65
6a, HF/6-31G 1.471 1.334 0.137 25.2 6a 2.63 2.54
6a, HF/6-31G 1.470 1.335 0.135 24.3 7 2.42 2.22 2.35 2.36
6a, B3LYP/6-31G 1.458 1.357 0.101 1.6 8 2.24 2.00 2.14 2.11
6a, MP2/6-31G 1.471 1.367 0.104 27.0 9 2.01 1.62 1.68 1.71
11a crystal® 1.478 1.353 0.125 43.2 10 2.75 2.90 2.97
11a AM1 1.466 1.352 0.114 36.9 10a 2.92 2.78
11a HF/6-31G 1.490 1.343 0.147 35.9 11 2.83 2.80 3.07 2.86
11a HF/6-31G 1.492 1.346 0.146 36.1 1lla 2.82 2.84
11a B3LYP/6-31G 1.488 1.371 0.117 24.8 12 3.18 3.14 3.32 3.32
11a MP2/6-31G 1.491 1.376 0.115 35.9 13 3.01 2.88 3.08 3.08
aBLA is defined as BLA= r(C—C) — r(C=C). ﬁ ggg ggg ggg g?g
16 2.65 2.36 2.55 2.60

of torsional angleti In Slcﬂultl(:p at r(':[)ct))mtr:errperaturg. For Ithls a Calculations have been done at the TDDFT/B3LYP level using
rea§on, we carry the calcuiations at both planar and nonplanaly,eq gifferent optimized geometry sets (B3LYP, HF/planar, and HF/
optimal geometry. nonplanar).
Our geometry optimization results are summarized in Table ) L1 _
1. For the molecules, 63, and11a HF gives the best agreement I&?Lgoﬁggf)%'ggi'%egﬁﬂg Eé&e;\'ﬁngiirr‘ﬂ (haIngr?gll’Jgeynglfegn
i i ,54-56 ) A !
with experimert for '_[he BLA_vaIueS compared to B3LYP, excited state ofA; Symmetry Active in TPA) of Molecules
AM1, and MP2 geometries. As it often happens, errors due to Shown in Figure 122
an incomplete basis set cancel the errors due to the neglect of

electron correlation. Systematic underestimation of the BLA

compound exp B3LYP HF/nonplanar HF/planar

parameter by DFT methods (especially in pure DFT) was 1 2.41 2.60 2.69 2.67
discussed recentR/.Another evidence of overdelocalization in oa i'gg 213 12;: 218
conjugated systems in DFT methods is demonstrated by 3 1.70 1.69 1.79 1.77
overestimation of the rotation barriers around single b&#ds. 3a 1.66 1.62
All methods fail to reproduce the relative order in the BLA 4 1.70 1.65 1.77 1.73
values betweeba and 11a One may attribute this failure to 4a 1.66 1.62
the neglected effect of the crystal environment. o 1.60 147 1.58 157
6 1.50 1.46 1.52 1.50
B. OPA and TPA Transition Frequencies.The results of 6a 1.49 1.38
our TDDFT calculations and related experimental data are 7 1.50 1.52 1.65 1.56
presented in Tables 2 and 3, and the summary is shown in Figure 8 1.28 1.15 1.21 119
2. For TDDFT/B3LYP calculations, we used three sets of input 9 1.27 1.25 1.21 1.24
geometries optimized with (i) the B3LYP functional to provide 18a 155 1.60 i'gg 1.66
a consistent treatment within the same DFT approach for both 11 157 1.55 1.68 1.62
ground and excited-state properties, (i) the HF method (denoted 1la 1.50 1.55
HF/nonplanar), and (iii) the HF method with the planar 12 1.94 191 1.98 1.98
constraint (denoted HF/planar). The last two methods provide 13 1.75 173 1.82 1.82
the best agreement with experimental crystal data for molecular 1‘51 1;8 i'ig i'gg 1'23
geometries (see discussion in the previous section). 16 1.48 134 1.46 1.43

Assuming that the molecules (Figure 1) belong to @g
symmetry group, electronic states wil) and Ay symmetries
are allowable in the OPA and TPA spectra, respectively. In the
majority of cases, the most intense OPA state is the first singlet
excited state S1 and the TPA state is S2. For the moledules and 3 and Figure 2 show the OPA and TPA transition
and 14, the TPA state is S4, and for some molecules there are frequencies corresponding to the most intense maxima in the
two (S2 and S6 for compoundand S2 and S4 for compound  respective spectra.
10) or three (S2, S4, and S6 for compouh@nd S2, S3, and The B3LYP geometries systematically underestimate calcu-
S6 for compound®) TPA states. Molecul® has two OPA (S1 lated transition energies compared to experiment in both OPA
and S3) and two TPA (S2 and S4) states. Subsequently,and TPA spectra (see Figure 2). We attribute this to the
molecules4, 7, and 10 have a second satellite peak in their underestimated BLA parameters in the B3LYP-optimized
calculated TPA spectra, and molec@das three maxima of  geometries (section 4.1) which results in overestimated elec-
comparable height. The second maximum in the TPA spectrumtronic delocalization and subsequently in redshifts for the
of compound? was indeed observed in experiméhilables 2 excited-state energies.

a Calculations have been done at the TDDFT/B3LYP level using
three different optimized geometry sets (B3LYP, HF/planar, and HF/
nonplanar).



904 J. Phys. Chem. B, Vol. 108, No. 3, 2004 Masunov and Tretiak

4.5 mean errors in the transition energy are 0.09, 0.11, and 0.2 eV
One-photon absorption frequency a /| (3.1, 3.9, and 6.9%) for these geometries.
| 4 C. TPA Cross Sections.Comparison with experiment of
4.0+ ] calculated TPA cross sections is a challenging problem. The

standard methodology, for example, exists for the OPA spectra,

where an integrated intensity for each peak in the linear

absorption spectrum gives the oscillator strength for a particular

optical transition. The oscillator strengths can also be directly

evaluated in the theoretical simulations using calculated transi-

tion dipoles and frequencié8 Similar techniques are yet to be

@ 1 developed for TPA spectroscopi@slo simulate the finite line

25 00 J widths in the experimental TPA spectra mediated by inhomoge-
9 nious broadening caused by temperature and solvent effects,

° 1 we introduce an empirical damping factbrfor all molecules

2.0 o . and for all excited states by replacing the transition frequencies

Q, with (R, — iI") in the denominators of eqs 22.11. The

average line widti" = 0.1 eV for a given family of molecules
——— T T was suggested in an experimental stéitiyhe line-broadening

5 2.0 2.5 3.0 35 40 45 parametef has a significant effect on the calculated TPA cross

Two-'photoln abs'orptio'n freq'uency.l ' sections. Subsequently, the comparison with experiment cannot

be done objectively in the present study; however, we examine
N the emerging trends.

° We have calculated the TPA cross sections with egs-2.1
2.11 using the TDDFT/B3LYP approach and optimized HF/
planar geometries. To identify the dominating terms in the
expansion we compared (i) complete calculations (except terms
containing »@ and »®), (ii) calculations that neglect the
2.0 1 Coulomb operators on the cross densitégl/2)(Es, p).E))
. (this approximation can speed up the TPA computations
1 considerably), and (iii) calculations which neglect Coulomb
Iy A9 termsV altogether to test the effect of couplings related to the
1.5 o . Coulomb exchange-correlation interactions compared to the
A o B3LYP (planar) dipole-mediated couplings (denoted as dipole approximation).
° A HF (non-planar) | The TPA cross sections were computed using six singlet excited
S ®  HF (planar) states for each of the molecules studied. A small number of
10 ' : ' : ' : i excited states should be sufficient for computation of the
1.0 15 2.0 25 3.0 resonance responses where only the electronic states with
Experiment (eV) energies close to the resonance frequency provide substantial
Figure 2. Comparison of calculated and experimeHitaf frequencies ~ contributions. Increasing the number of calculated excited states
corresponding to the OPA (top panel) and TPA (bottom panel) maxima from 6 to 30 for molecule& and12 changes the resulting cross
of molecules shown in Figure 1. Calculations have been done at the sections by about 10%.
(TE%'IDEL/ B|_3”L:7'|° level “3'”|_?F5hree ld'fferem optimized geometry sets  Eyamples of calculated and measufesbectra are given in
» nFiplanar, an nonplanar). Figure 3 for molecule45 (OPA) and16 (TPA). Experimental
linear absorption spectrum has well-pronounced vibronic pro-
gression that is not accounted for in the present calculations
but may be computed using optimal ground and excited-state
geometries and a set of normal mo8&%:In contrast, distinct

o mp

Sl {3

3.0

Calculations (eV)

Om

15

—_

3.0

ow

Calculations (eV)

In contrast, our calculations based on the HF geometries,
which agree with crystallographic data, result in the excited-
state energies consistent with experiment. Even though the
tnhci)g gf?g;nigslﬁqa;i g)n\évfﬁ (l: gge/_\s;rl]f(tjs-:-gi‘?rsgﬁgﬁg?enseoﬁ;?:;sd’ pea_ks in TPAlspectra usually reflect involvement of different
using HF/planar and HF/nonplanar geometries both agree We”exmted state$!
with experiment. Compoun@ has very strong acceptor sub- Experimental and calculated cross section magnitudes at the
stituents. Subsequently, its electronic spectrum is a complex @bsolute maxima of TPA spectra are summarized in Table 5,
superposition of delocalized and charge-transfer transifibns. and plotted in Figure 4. As expected, the agreement of
For this molecule, we observe significant deviations from calculations and experiment is far from being perfect, and the
experiment for the OPA transition frequency and TPA cross deviations are not systematic. Overall the calculated cross
section (section 4.3), which may be partially attributed to the sections follow the experimental trend, except for unsubstituted
strong solvent effects that are not accounted for in the presentstilbene, where the calculated value deviates from experiment
study. by an order of magnitude. This failure may be attributed to

Overall, TDDFT provides an excellent agreement with unusually strong double-excitation character of the two-photon
experiment fobothOPA and TPA excitation frequencies across excited state in unsubstituted oligomers (e.g., polyeifashich
the entire set of molecules. For the two-photon transition is not reproduced by the conventional implementations of
energies, the mean absolute errors are 0.06, 0.064, and 0.08 eWDDFT.%* We note that the terms involving the Coulomb
(3.8, 4.1, and 4.6%) at HF/planar, HF/nonplanar, and B3LYP operators on cross densities are virtually negligible and the
geometries, respectively. For the one-photon absorption, theresults of full calculations (i) coincide with (ii) the approximation
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TABLE 4: Calculated and Experimental'®~18 Frequencies (eV) and TPA Cross Sections (GM, in Parentheses) as a Function of
the Basis-Set Size

compound exp STO-3G 6-31G 6-31G* 6-BG* 6-311G
1 planar 2.41(12) 3.05(91) 2.68(186) 2.64(109) 2.56(115) 2.60(108)
1 nonplanar 2.41(12) 3.06(81) 2.68(153) 2.64(94) 2.57(100) 2.67(99)
2 2.05(200) 2.44(200) 2.18(218) 2.18(225) 2.11(213) 2.15(255)
3 1.70(995) 1.99(452) 1.77(780) 1.76(781) 1.72(1207) 1.73(1234)
12 1.94(260) 2.19(303) 1.97(385) 1.97(386) 1.94(663) 1.95(412)
13 1.75(320) 2.01(433) 2.11(537) 1.81(546) 1.78(608) 1.80(557)
a Calculations have been done at the TDDFT/B3LYP level for molecllgs both HF/planar and HF/nonplanar geometi3;)3, 12, 13.
518 478 444 414 388 365 (nm) TABLE 5: Calculated and Experimental'6-18 TPA Cross
L L L L L L Sections (GM) of Molecules Shown in Figure
@104 " = Experiment - compound exp all terms dipole approx
c Calculations
S 1 12 454 164
Ke) 2 200 379 341
) 2a 190
s 3 995 779 1075
E 0.5- 3a 805
] 4 900 1145 1043
2 4a 855
© 5 1250 960 1288
s 6 1750 650 585
£ 6a 1640
— 0.0+ 7 620 1180 1501
' ' ' ' ' ' 8 1750 1546 1943
. 2. 2.8 3.0 3.2 3.4 (eV
24 6 (V) 9 4400 2230 2915
1035 955 887 828 776 731 (nm) 10 845 928
1 E 1 1 1 1 1 1oa 450
= L] xperiment N\ 11 890 729 661
= i \ ]
G20 Calculations | 1 11a 730
& 1500-|~—— Calculations // \\_ 1 ﬁ Z;g ?gg 12(7)3
3 (dipole approx.) [/ \y 15 1300 1180 1873
1000 J \ ~ 1 16 1420 1736 2173
L ' 2 Calculations have been done at the TDDFT/B3LYP level using
2 HF/Planar-optimized geometries ahig= 0.1 eV empirical line widths
e 500+ for all molecules.
=
~ .
0 s , i : : i It was shown recently that the calculated values of the dipole
1.2 1.3 E 't1 .;1, ¢ 1.5 1.6 1.7 (eV) moments for the excited states of small molecules (such as
_ _ xcitation frequency _ pyrrole and furan) strongly depend on the choice of the basis
Figure 3. Comparison of calculated and experimettaDPA (top set and density functional us€dOne would expect similar

panel) and TPA (bottom panel) spectra for moleculésand 16,

; dependence for the transition dipole moments as well. However,
respectively.

calculated TPA for the five smallest molecules of the set,

(the latter results are not shown in Table 5 and Figure 4). In presented in Table 4, does not indic_a_\te significar_n b_asis-set
contrast, the other terms related to the Coulomb exchange-déPendence. The change upon addition of polarization and
correlation interactions make a significant difference in the TPA diffuse functions, and from double to triplebasis, is only
magnitudes (up to 2650%) and need to be accounted for the m_ar_gmal (upsubstltuted stilbene is an exception again). The
cross section calculations. A detailed analysis of the dominant Minimal basis set (STO-3G) somewhat decreases the calculated
contributions (related to the Liouville space paths) to the TPA values, which often improves the agreement with experi-
resonant and off-resonant third-order optical responses will be Ment (even though the agreement with excitation energies
published elsewhere. worsens). This conclusion seems to contradict the well-
It is worth noting that the TPA cross sections at the HF/ established fact (see ref 66 for discussion), that specifically
planar geometry are typically 2810% greater than those of designed polarizgtion funct_ions may ;ignificantly improve the
the HF/nonplanar geometry (the latter results are not shown), "€SPONse properties. To rationalize this fact, we recall that TPA
which indicates a strong dependence of the TPA intensities on ©f molecules in question originates from the response of mobile
molecular conformations. The largest deviations from the 7 €lectrons strongly delocalized over the conjugated chains, and
experimental cross sections (3- and 2-fold for the molecéiles ~contribution of the atomic polarization is minimal. That is why
and 9, respectively) are probably caused by experimentally polarization functions in our study almost have no effect on
unresolved multiple maxima, as the TPA intensities for those the TPA spectra. In conjugated systems, the minimal basis tends
molecules are distributed over the multiple states. We also to effectively localize the electrons, which are overdelocalized
expect TPA intensities to depend on the solvent effects, which in the DFT description. The detailed investigation on the best
are not accounted for in the present study. Ambiguity in the choice of the density functional and the basis set for calculations
choice of the damping factdr can be another reason for the of nonlinear optical responses will be published elsewhere.
deviations from experiment. However, the absolute errors in the TPA cross sections at the
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T . T T T T T to reproduce OPA spectra with the single Cl, fail to describe
TPA cross-sections the TPA states, and methods designed to reproduce the TPA
3000- 4 spectra (such as MRD-CI) may introduce errors in the linear
spectra description.

TDDFT includes electronic correlations implicitly through
an underlying density functional and thus presents the balanced
treatment for ground and excited states. However, the exact
2000+ . density functional is unknown, and the current implementations
= are limited to the adiabatic version of TDDE¥*ENevertheless,
the TDDFT approach presents a great improvement over the
TDHF and CIS resulf8 and currently became a method of
10004 . i choice for computing excited states in extended mole-
4 . Cu|eS@6,32,7(¥72
In this study, one- and two-photon-absorption spectra are
- . ] calculated at the TDDFT/B3LYP/6-31G level for the series of
stilbene and bis(styryl)benzene derivatives. Instead of the
01 N habitual SOS approach, the actual third-order response formula
. : . . . . . for the time-dependent responses is u¥e@n average, both
0 1000 2000 3000 TPA and OPA transition energies are predicted with better than

Dipole approximation (GM) 4% accuracy, which presents a considerable improvement over
oo semiempirical and ab initio calculations found in the literature.
4000 1A Cross-sections As one can see, TDDFT reproduces OPA and TPA excitation
energies equally well. Usually this is not the case for other
computational methods. In addition, calculated TPA cross
sections follow the experimental trend as well, given the large
amount of uncertainty introduced by an empirical broadening
which makes the quantitative comparison of the cross sections
with experiment impossible. Nevertheless, the predicted TPA
cross sections are among the best found in the literature.

It was found that using line widths derived from experimental
. ] data considerably improves the agreement between the calcu-
lated and experimental TPA cross secti®hslowever, the
10004 . - quantitative comparison with experiment is still a subject for

= A" the future studies toward computing the absolute magnitudes
- " 1 of the TPA cross sections when the chromophore’s vibronic
structures and interactions with the solvent are explicitly
01 ] accounted for.

All terms calculations (GM)
| |

M)

G
w
o
o
o
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All terms calculations (
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Figure 4. Comparison of full vs dipole-approximation calculations The authors of this paper would like to thank Dr. Richard L.
(top panel) and calculated vs experimetftaf (bottom panel) TPA Martin and Dr. Mike Frisch for fruitful discussions and their
cross sections of molecules shown in Figure 1. Calculations have beenhelp with the Gaussian 98 code and Dr. Rudolph Magyar for
done at the TDDFT/B3LYP level using HF/planar-optimized geometries hjs help with the manuscript. The research at Los Alamos
andI" = 0.1 eV empirical line widths for all molecules. National Laboratory is supported by the Laboratory Research

) and Development program of the U.S. Department of Energy.
TDDFT/B3LYP/6-31G level are already comparable with the This support is gratefully acknowledged.
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