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ABSTRACT: Solar energy conversion starts with the harvest
of light, and its efficacy depends on the spatial transfer of the
light energy to where it can be transduced into other forms of
energy. Harnessing solar power as a clean energy source
requires the continuous development of new synthetic
materials that can harvest photon energy and transport it
without significant losses. With chemically-controlled branched
architectures, dendrimers are ideally suited for these initial
steps, since they consist of arrays of chromophores with
relative positioning and orientations to create energy gradients
and to spatially focus excitation energies. The spatial
localization of the energy delimits its efficacy and has been a
point of intense research for synthetic light harvesters. We present the results of a combined theoretical experimental study
elucidating ultrafast, unidirectional, electronic energy transfer on a complex molecule designed to spatially focus the initial
excitation onto an energy sink. The study explores the complex interplay between atomic motions, excited-state populations, and
localization/delocalization of excitations. Our findings show that the electronic energy-transfer mechanism involves the ultrafast
collapse of the photoexcited wave function due to nonadiabatic electronic transitions. The localization of the wave function is
driven by the efficient coupling to high-frequency vibrational modes leading to ultrafast excited-state dynamics and unidirectional
efficient energy funneling. This work provides a long-awaited consistent experiment−theoretical description of excited-state
dynamics in organic conjugated dendrimers with atomistic resolution, a phenomenon expected to universally appear in a variety
of synthetic conjugated materials.

■ INTRODUCTION

In the quest for efficient ways to mimic natural photosynthesis,
attention has been focused on the understanding of light-
harvesting materials and the mechanisms for energy funnel-
ing.1−7 The transformation of photon energy into other usable
forms of energy can be helped with materials that can undergo
absorption of photons by multiple chromophores, provide
energy transport in the form of electronic excitation/exciton,
and spatially focus that electronic energy into a target molecular
system, where it can be transduced into other forms of
utilizable energy. Nature itself provides numerous examples of
how organisms evolved the ability of converting light into
chemical energy through the use of conjugated chromo-
phores.7−12

The availability of synthetic materials, like arrays of
chromophores,13 supramolecular constructs,14 modified metal
organic frameworks,15,16 and dendrimers,9,17−24 opens the
doors to applications as organic photovoltaics, biosensors,
light-emitting diodes, and other solar energy conversion

applications.25,26 In these synthetic materials, molecular
architecture plays a fundamental role on the mechanism of
electronic energy transfer. Understanding the interplay between
architectures, dynamics, and energy transfer can lead to the
development of new materials designed for higher efficiency,
better photostability, and lower cost.
Light-harvesting dendritic macromolecules are branched π-

conjugated systems composed of arrays of weakly coupled
chromophores that absorb light at different wavelengths
depending on the dendrimer’s backbone structure and
conformation.27−34 Their architecture, which imposes built-in
energy gradients, is responsible for their light-harvesting
properties and highly efficient intramolecular energy funneling
mechanism.27,35−39

A variety of structures have been proposed where different
chromophore units are covalently attached throughout the
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dendritic backbone.28,40−43 In this work, using experiment and
theoretical calculations, we elucidate the energy funneling
mechanism taking place after photoexcitation of the unsym-
metrical dendrimer 2 (Figure 1a). In this molecule the
phenylene-ethynylene (PE) units are connected via ortho,
meta, and para links, creating the required intramolecular
energy gradient to achieve energy funneling to the sink
(ethynylene-perylene: EPer).27,28,44−47 Experimentally, the
energy-transfer process is found to be very efficient and fast
(femtoseconds time scale),27,28,35,47−49 presenting an excellent
case study of energy harvesting via a diverse and complex
excited-state manifold, controlled by conformations. This
system is representative of the broad class of organic
semiconductor materials.7−12 In this manuscript we present
the detailed experimental and theoretical discovery of the key
footprints determining the energy-transfer scenario, which
involves complex dynamics of delocalized and localized excited
states as well as specific vibronic coupling.
Previous reports37,50−55 have shown the influence between

nuclear dynamics and localization/delocalization of excited

states in dimers where the role of nonadiabatic couplings of
vibrational and electronic levels has been pointed out. It is
therefore important to identify the role that nuclear differential
motions in the different excited-state potential energy surfaces
play on the unidirectional energy transfer associated with
efficient energy funneling. In this work we show that the
nuclear dynamics on different excited state surfaces are
responsable for an ulftrafast transient localization (i.e., self-
trapping) of the electronic transition density leading to an
effective energy transfer to the ethynelene-perylene trap.

■ RESULTS AND DISCUSSION

The room temperature experimental and calculated absorption
spectra of 2 are shown in Figure 1b,c, respectively. Measured
and simulated spectra have similar three-band structure with an
overall red-shift of ∼30 nm observed in the calculations. The
experimental bands in the 400−500 nm region are attributed to
the S1 ← S0 excitation of the EPer part. This is the only peak in
the spectrum featuring pronounced vibronic structure, which
was not accounted for in our modeling. The experimental

Figure 1. (a) Structures of (1) the model dendrimer compound, (2) the dendrimer with an added ethynylene-perylene as energy sink, and the 1000
different conformations of 2 obtained from QM/MM dynamics surface exploration. (b) Experimental absorption spectrum of backbone 1 (purple)
energy sink EPer (green) and donor/acceptor dendrimer 2 (black) showing the lack of strong interactions between donor 1 and acceptor EPer
moieties in the ground state. (c) Theoretical average spectrum of 1000 different conformations and its decomposition based on the state
contributions to each excited state. The calculated spectrum agrees qualitatively with the experimental. The Franck−Condon vibrational progression
of the S1(B1u) ← S0(Ag)

84 transition for ethynylene-perylene (400−500 nm) is not explicitly computed in the simulated spectrum. (d)
Experimental time-resolved emission, instrument response function (dash) and simulation of the fluorescence signal with fix time constants (black);
detection at 480 nm (green) probes the final sink, while detection at 400 nm(purple) probes an intermediate state. (e) Population in each excited
state calculated from the number of trajectories in a state at a given time after excitation at 400 nm. Rise and decay of the populations follow the
same mechanism as measured in the time-resolved emission experiments.
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absorption band at 375 nm, corresponding to backbone
absorption, parallels the simulated band at 400 nm, which
includes transitions to singlet excited states S2−S6. The S2, S3,
and the sum of S4, S5 and S6 states contributes 56%, 31%, and
13% to this absorption band, respectively. At higher energies,
we observe an additional broad band, centered at 300 nm (the
simulated spectrum peaks near 330 nm), with contributions
from S7 and higher states. The strongest contribution to this
band corresponds to excitation from the ground state into S12.
Figure 1d shows the ultrafast, room temperature emission of

2 detected at two different wavelengths, following excitation at
315 nm. The steady-state fluorescence spectrum of model
compound 1 (dendritic backbone without the EPer sink)
displays a maximum at 400 nm,56 hence emission detected at
this wavelength (purple curve) in 2 probes the transient
population of the lowest energy state for the dendritic
backbone 1. The data show an initial fast rise time (300 ±
20 fs) followed by a decay (350 ± 40 fs). The initial evolution
of the emission indicates dynamics in the excited state that
occur at energies higher than the detection region. The 300 fs
rise time encompasses all the processes occurring before the
population reaches the lowest energy state of the backbone (S2
and higher), while the decay is attributed to energy transfer
from the backbone to the EPer sink. The green curve data show
emission from the S1 state located in the Eper unit and detected
at 485 nm. It presents a rise time of 350 ± 20 fs, concomitant
to the decay from the S≥2.
Nonadiabatic excited state molecular dynamics (NAESMD)

simulations model time-resolved experimental probes by
exciting an ensemble of 1000 trajectories of dendrimer 2
(Figure 1a, right), which further undergo quantum transitions
within the manifold of excited states. For excitation at 400 nm,
the first 10 singlet excited states are included in the simulations
yielding an initial state distribution with 10% in S2, 50% in S3,
40% in S4/S5 and negligible contribution from S1. States higher
than S6 are not populated by the excitation at 400 nm (for
detailed oscillator strength information, see Table S1,
Supporting Information, SI).
Figure 1e shows the calculated time evolution of the

populations of states from S1 to S6. The populations of S3
and higher states decrease rapidly, while the population of S2
(purple curve) rises and decays. The S1 state population
(green) increases throughout the simulation reaching a final
value of ∼100% after 500 fs. Overall, an efficient ultrafast
electronic energy relaxation from the initially excited high-
energy states (Sn, n ≥ 3) to the lowest S1 excited state takes
place in <500 fs, involving a transient population trap at the S2
state. These computational results are in excellent agreement
with the experimental data showed in Figure 1d.
When the simulation starts with excitations at higher energy

(320 nm), many states are populated (Figure 2a); after the
population reaches S3 from all higher states, the S3 to S2 step
becomes the bottleneck process. Following a short induction
time, the population of S2 rises and decays with a concomitant
increase in the population of S1. Figure 2b shows the tally of the
populations after the high n states decayed to S3. This figure
displays a strong resemblance with the calculation following
excitation at 400 nm (Figure 1e) and supports the agreement
with the experimental data. In essence, all the high-energy states
decay to S3 before the population of S2 starts to increase. As
higher states are initially excited (Figure 2c), the rise time of S2
becomes slower, but its decay remains the same, indicating that

irrespective of the initial excitation, all dynamics goes through a
S3 → S2 → S1 sequence, consistent with the experimental data.
Our computational results, validated against the experiments,

provide detailed description of the excited-state dynamics and
evolution of the photoexcited wave function. In order to
identify universal properties of the energy-transfer events we
focus on the moments before and after each state-to-state
transition. To this purpose, we shift the time scale of individual
trajectories, labeling as zero-delay the moment of the
nonadiabatic transfer in each particular trajectory. For the
discussion that follows, we refer to the “moment of the non-
adiabatic transfer” as the time of effective transition or hop in
which the nuclear motion change from the current state Sn to
Sn−1 and no back-hopping occurs during the rest of the
trajectory.
Figure 3a shows a histogram of the potential energy

difference between S3 and S2 states (ΔES3−S2) as a function of

Figure 2. Populations calculated from the number of trajectories in
each state at a given time. (a) The states reached by excitation at 320
nm with initial population higher than 5%. (b) The same populations
but starting to count after the high n states decayed to S3, illustrating
the similarity of these results to those obtained upon 400 nm
excitation (Figure 1e). (c) The population of S2 following excitation at
different wavelengths leading to initial excited states between S3 and
S10 (time axis uses the effective time). Highlighted in red and black are
the trajectories following excitation at 400 and 320 nm, respectively.
As the initial excitation reaches higher Sn, the rise time of the S2
population becomes slower, but once the populations reaches S2, the
decay is always the same, implying a bottleneck mechanism.
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delay time, relative to the moment of nonadiabatic transition S3
→ S2. Before this transition, the two potential energy surfaces
are separated by about 0.12 eV. At the moment of the
nonadiabatic transition (Δt = 0), ΔES3−S2 is 0.04 eV (on

average), indicating the proximity to a conical intersection
seam. Once the electronic population is transferred to S2, the
energy difference rapidly increases to ∼0.29 eV where it
becomes oscillatory due to coupled molecular motions. The
increase in the energy gap after the hop prevents back uphill
transitions.57,58 This simple effect rationalizes the unidirectional
energy transfer observed in these molecules.
The evolution of the difference in potential energies is similar

for the S2 → S1 transition (Figure 3b): Before the transfer to S1,
ΔES2−S1 is 0.29 eV, becoming nearly zero at the moment of the

jump and increasing to 0.73 eV about 10 fs after the transition.
The oscillating behavior of ΔE observed after the electronic
transfer reflects vibrational dynamics on the S1 surface. With a
period of roughly 16 fs (2084 cm−1), this motion can be
associated with the triple bond stretching, which was previously
shown as the source of nonadiabatic coupling in phenylene-
ethynylene units59 and is shown in Figure S1, SI.
In order to analyze the intramolecular electronic energy

redistribution, taking place during the electronic energy
transfer, we evaluate the fraction of transition density (TD)
localized on different moieties of compound 2 (eq 1, SI). The
three moieties considered are the two individual monoden-
drons (defined by the backbone structure connected to the
center phenylene unit) and the EPer (sink). At each time step
we label as H-monodendron the one with higher contribution
to the TD and L-monodendron the one with lower
contribution to the TD.

Over 90% of trajectories that show an S3 → S2 transition
have the electronic energy located in the backbone with
negligible contribution from the sink. To determine the
electronic energy redistribution between monodendrons, a
TD histogram was computed at every time step in the interval
−5 fs ≤ Δt ≤ 5 fs (centered at the transfer time). Figure 3c
shows the TD histogram contour plots for both monodendrons
(H-monodendron in blue, L-monodendron in red) near the
time of hop from S3 to S2. When the system is in the S3 state,
the TD is clearly delocalized over both monodendrons with the
contour plots covering all values of TD between 0 and 1. This
behavior changes dramatically after the transition, when the
contribution of the L-monodendron fragment drops to almost
0 and most of the transition density is localized in a single
monodendron (labeled H-monodendron). This fascinating
result indicates that the S3 excited state is delocalized
throughout the backbone, while after the transition to S2 it
becomes localized on a single monodendron, through coupling
with the nuclear dynamics.
A similar finding is observed experimentally. Transient

absorption measurements on the dendrimer backbone
compound 1 were performed in solution (300 K) and are
presented in Figure 4a. Upon excitation at 315 nm, a negative
signal appears in the transient absorption spectrum (light blue)
between 305 and 420 nm. The ground-state bleach governs the
signal between 305 and 385 nm, while for λ > 400 nm,
stimulated emission also contributes to this negative signal
(thus the relatively flatness around 400 nm). At longer
wavelengths, a new, strong excited-state absorption band
appears, although contribution from stimulated emission
beyond 420 nm is also expected. The observed large positive
signal implies that the cross section for excited-state absorption
is much larger than that for stimulated emission.

Figure 3. (a) Histogram of the difference in potential energy between two states, as a function of delay time relative to the moment of nonadiabatic
transition (Sn → Sn−1). Panel a shows the time around the S3 → S2 hop. (b) Similar data for S2 → S1 transition. The color bar corresponds to the
number of trajectories at each delay time. ΔE starts high and lowers to almost 0 at the moment of transition (Δt = 0). After the hop, the two surface
separate with ΔE becoming much larger, thus avoiding back transfer. The oscillatory behavior observed at longer delays corresponds to the nuclear
dynamics causing the nonadiabatic coupling. Bottom two panels contain contour plots of the transition density composition before and after the hop.
(c) TD around the S3 → S2 transition. The blue-green color scale shows the TD corresponding to the moiety with higher TD (H-monodendron),
and the red-yellow color scale shows the TD contours for the other moiety (L-monodendron). Before Δt = 0, the TD contour shows delocalization
on the whole backbone, while after the hop, the TD contour distribution collapses onto a single monodendron. (d) TD around the S2 → S1
transition. It shows a localized TD on the backbone as it transfers to S1, which is fully localized on the perylene.
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The transient data show two interesting features indicative of
the transfer to a more localized state. The peak of the negative
signal has a maximum at 382 nm. Although the broadband
bleach rises within the first 250 fs, the peak at 382 nm
continues to increase in amplitude, reaching a maximum at
∼500 fs. Simultaneously with this sharp transition, the excited-
state absorption on the low-energy region raises (∼750 fs)
indicating a new state being populated. After that, the spectrum
remains constant albeit a small 6 ps vibrational cooling
component.27,56,60,61 The “instantaneous” (within the IRF)
broad bleach signal extended over the whole absorption
spectrum reveals the delocalization of excitation energy on
the initially excited state. The transition at 382 nm shows more
localized characteristics compared to the broad bleach signal in
the blue region.
To better understand the nature of the 382 nm band, we

collected steady-state excitation at low temperature. While at
room temperature (Figure 1b, purple), the steady-state
absorption corresponds to an ensemble of transitions, from a
shallow ground-state surface; at lower temperatures, the
distribution of structures narrows, leading to sharper and
more distinguishable bands. At 77 K, the excitation spectrum
shows that absorption to the lowest energy state of the
backbone gives rise to a sharp band, centered at 382 nm
(Figure S2). Taken together, the experimental data provide

evidence supporting the delocalization of the initially excited
state, turning into a lower energy state that is more localized.
Again, this is in excellent agreement with the results obtained
from the NAESMD simulations. Figure 4b shows the room
temperature transient absorption spectra of compound 2,
where the energy-transfer process can be clearly observed. At
high energies, the bleach signal from the backbone is barely
observed, whereas the bleach and stimulated emission from the
sink (EPer) appears within 300 fs.
The TD calculations also provide information on the

backbone-to-trap energy transfer (S2 to S1). Figure 3d, shows
the transition density contour plots plotted for the combined
monodendrons and the EPer sink. At the time of the
nonadiabatic transition, the TD goes from being localized in
the dendritic backbone (blue) to being localized in the perylene
trap (red), where it will stay until the molecule fluoresces in a
ns time scale.29

Spatial localization of the excitations can be better
characterized using the participation number,

αS , interpreted
as the number of atoms contributing to the TD for a particular
state (eq 2, SI). Figure 5 shows the histogram of the

αS for the

first five excited states and representative isocontour depictions
of the TD for S3, S2, and S1 states. S3, S4, and S5 show broad
distributions with a large number of atoms contributing to the
TD, showing the delocalization over both monodendrons.
Strikingly different is the S2 histogram with a narrow
distribution localized on a smaller number of atoms
corresponding to one monodendron, and S1, which is also
narrow and localized in the perylene trap. A movie of a single
trajectory is presented as SI highlighting these effects.
Characterization of the time evolution of the system results

from fits to an → →
↓ ↓

A B C
k k1 2 kinetic model, where A is the

initially excited state (s), B corresponds to the intermediate
backbone state, and C is the final EPer sink. Upon excitation at
315 nm, the experimental results yield an initial transfer step

Figure 4. Transient absorption spectra of 1 (backbone) and 2
(backbone and sink). (a) Excitation localization in the backbone
dendrimer. Room temperature transient absorption spectra of model
compound 1 at different time delays following excitation at 315 nm. A
dashed line was added to indicate the position of the band associated
with the localized transition. The broadband signal rises within 250 fs,
while the transient band at 382 nm continues rising, reaching a
maximum at ∼500 fs. This band correlates with the red-edge peak
observed in the low-temperature excitation spectrum (Figure S2,
Supporting Information). (b) Energy transfer in the dendrimer with a
sink. Transient absorption spectra of compound 2 showing the
ultrafast energy transfer from the backbone to the EPer sink. Steady-
state absorption for 2 is shown in Figure 1b. Within 300 fs, the
stimulated emission signal arising from population on the Eper sink
(S1 state) is observed at λ ≥ 470 nm together with the bleach from the
ground state of the EPer (425 ≤ λ ≤ 460 nm).

Figure 5. Contributions to the transition density of each state. (a)
Histogram of the number of atoms that contribute to the first five
excited states for all trajectories and times. (b) Snapshot of the orbital
representation of typical transition density matrix for one trajectory;
S≥3 states are located over both monodendron fragments, the S2 state
is localized in one monodendron fragment, and S1 is localized over the
perylene fragment.
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with k1
−1 = 300 ± 20 fs and final energy-transfer step with k2

−1

= 350 ± 40 fs. Upon excitation at 370 nm (Figure S3), k2
become larger (k2

−1 = 250 ± 50 fs), while the initial step
remains unchanged. To validate this kinetic model, we predict
the rise and decay of the emission arising from the intermediate
state (B) in the presence of the final sink. Figure 1d shows a
remarkable agreement between the predicted (black curve)
population and the observed emission (purple curve) from the
intermediate state. The transient absorption of 1 and 2 (Figure
4a,b) is analyzed under the same kinetic model, and the
ultrafast rise time for the ground-state bleach and excited-state
absorption are obtained. From the dynamics of the molecule 1,
it takes ∼300 fs for the bleach signal to evolve into the steady-
state absorption, while in 2 the energy transferred occurs within
350 fs. Interestingly, 1 data shows a spectral shift (τ ∼ 6 ps)
associated with vibrational cooling that vanishes in 2 because
the energy transfer is much faster than the vibrational
relaxation. For the NAESMD computational populations,
upon excitation at low energies, the kinetic model yields k1

−1

= 17 fs and k2
−1 = 100 fs. The simulations yield k1

−1 values
somewhat sensitive to excitation wavelength, something
missing in the experimental results (Figure S3). Comparison
of the absorption spectra in Figure 1b,c shows that the
simulated spectrum is red-shifted with respect to the experi-
ment. The simulations show that excitations with shorter λexc
populate S≥8 leading to longer, less excitation-wavelength
sensitive values of k1 (∼80 fs−1), hence as the excitation energy
increases, the results from the simulations converge to a
wavelength-insensitive k1

−1. Most likely the experimental
excitation reaches more than one initial state making the
process slower and insensitive to λexc. Finally, a more refined
model that includes uphill S2 → S3 transitions (Figure S4b) was
also considered (Figure S4). Although k1 becomes slightly
faster (k1

−1 =15 fs), k2 remains similar (130−1 fs−1) indicating
that the transfer to the perylene takes place in hundreds of fs,
regardless of the model.

■ SUMMARY AND CONCLUSIONS
Experiments and calculations have yielded a consistent picture
of the ultrafast and highly efficient energy-transfer mechanism
in a dendrimer. The molecule is initially excited to states that
span both monodendrons (S≥3), quickly collapses to a more
localized excitation in S2, and finally reaches the EPer sink (S1)
from where fluorescence occurs. The intermediate state was
detected experimentally, and its localized character understood
from to the analysis of the calculations.
Dynamical localization of the wave function of a transient

vibrationally hot excited state has been previously studied on π
conjugated polymers.62−71 Adiabatic vibrational relaxation of
the lowest electronic excited state has been linked to the spatial
localization (self-trapping) of an exciton strongly coupled to
torsional and C−C nuclear motions.68,70,72 The time-scale
associated with such adiabatic process is relatively slow (ps)
being defined by molecular vibrations and the flow of excess
vibrational energy to the bath. Our previous measurements of
the vibrational relaxation in several phenylene-ethynylene
dendrimers yield a time constant of between 2 and 6 ps,56

while vibrational relaxation of the lowest excited state in
polyfluorenes due to slow torsional motions can take up to tens
of picoseconds resulting in a formation of self-trapped states.73

In this work, simulations, strongly supported by experimental
data, suggest similar localization of the excited-state wave
function, but strikingly occurring on an ultrafast (hundreds of

femtoseconds) time scale due to nonadiabatic transitions
between excited states. For this dendrimer, the large initial
delocalization is due to the high density of coupled excited
states (Frenkel excitons) accessed by the initial excitation and
the thermal fluctuations that yield an ensemble of structures
with varying conformations. The nonadiabatic electronic
transitions, driven by strong coupling to high-frequency
vibrational modes, quickly leads to the appearance of a spatially
localized intermediate state with concomitant conversion of
excess electronic energy into nuclear motions scattered across
the entire molecule. These findings are in accord with previous
investigations of loss of anisotropy in dendritic structures on
the femtosecond time scale which have shown that vibronic
relaxation can lead to localization of the exciton in ∼100 fs time
excitation.27,56,61,63−67,74 We expect that this observed non-
adiabatic dynamical phenomena will be fundamental for other
π-conjugated systems where a dense manifold of excited states,
strong exciton−phonon coupling, and thermal disorder are the
principal contributors to the ultrafast dynamics.

■ METHODS
Computational Method. NAESMD combines molecular dynam-

ics with quantum transitions (MDQT)73,75,76 with “on the fly”
analytical calculations of excited-state energies, gradients, and
nonadiabatic coupling terms in the framework of the collective
electron oscillator (CEO) approach77,78 and the AM1 Hamiltonian.79

The method has been developed to simulate photoinduced dynamics
in large organic conjugated molecules involving multiple coupled
electronic excited states.57,58,78 A detailed discussion of the NAESMD
implementation can be found elsewhere.59,78,80,81

The initial step in our simulations is collection of the conforma-
tional snapshots (a set of initial coordinates and momenta) of 2 for the
subsequent NAESMD simulations. Following the procedure described
in SI, 1000 different structures have been accumulated.

For each snapshot, an electronic absorption spectrum was simulated
by summing up Gaussian distributions, centered at the difference in
energy between S0 and Si (with i between 1 and 30), an amplitude
equal to the oscillator strength, and a bandwidth of 10 nm.

The first step before computing the NAESMD simulations involves
exciting a number of the structures to an excited state that, in the
ensemble, would resemble the experimental excitation process. Two
families of simulations were performed. The first one involved an
excitation centered at a 400 nm for an ensemble of 1000 structures,
while a second group with 150 structures were excited at 320 nm. The
excitation energy width is given by the transform-limited relation of a
Gaussian pulse with a fwhm of 100 fs (similar to the pulses used
experimentally). This enabled us to compute a Franck−Condon
window defined as gα(r, R) = exp(−T2(Elaser − Eα)

2). Using gα(r, R), in
addition to the oscillator strength of each state, the initial excited state
for each structure was determined.57,82 Having chosen the initial
excited state, a NAESMD simulation (trajectory) was carried out for
every structure during 500 fs at a constant temperature of 300 K
following protocol described in SI. More details of the parameters
employed can be found elsewhere.78

The standard FSSH algorithm propagates quantum electronic
coefficients coherently along each trajectory, without providing any
mechanism for dissipating electronic coherence. This results in an
internal inconsistency characterized by a disagreement between the
fraction of classical trajectories evolving on a given state and the
average quantum population for that state. Because of that, a large
variety of methods designed to incorporate decoherence in FSSH
simulations have been developed.

In the present work we have adopt the instantaneous decoherence
approach previously described and tested for building blocks of
phenylene ethynylene dendrimers in our article “Nonadiabatic Excited-
State Molecular Dynamics: Treatment of Electronic Decoherence”.83

Briefly, the method reset the quantum amplitude of the current state
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to unity after every attempted hop (regardless of whether hops are
allowed or forbidden). This simple method is based on the assumption
that wavepackets traveling on different surfaces should immediately
separate in phase space and evolve independently. Our previous
studies with a variety of combined polyphenylene-ethynylene
chromophore units have confirmed this feature.36,57,58 The approach
has been shown to provide qualitative improvement in the agreement
between classical and quantum systems at no additional computational
cost.
For every trajectory, the occupied excited state, transition density

matrix, nonadiabatic coupling, and geometry were stored at every
classical time step, allowing us to perform an analysis of the system as
an ensemble.
Experimental Method. 1 and 2 were synthesized by the group of

Z. Peng at University of Missouri-Kansas City according to the
procedure listed elsewhere.48 For the spectroscopic measurement
(details in SI), solutions were prepared in dry CH2Cl2 without further
purification. The optical density of samples used in all measurements is
about 0.3, which provides a concentration below 10−6 M to avoid any
aggregation and excimer formation. The integrity of the sample was
checked before and after each set of measurements.
The laser system, fluorescence upconversion, and transient

absorption setup are described in detail in Atas et al.27 Briefly, tunable
excitation pulses in the 315−370 nm spectral region are used for
excitation with instrument response functions of 150 (transient
absorption) and 225 fs (emission) routinely recorded during each
measurement session. Emission is collected by off-axis parabolic
mirrors, and the excitation volume is imaged onto a 300 μm β-Barium
Borate (β-BBO) crystal where it is overlapped in space and time with a
gate beam to generate a nonlinear response signal in the UV, which is
dispersed and detected by a PMT. Transient absorption is probed with
a broadband pulse (315−720 nm) generated in a CaF2 plate and
detected by a CCD camera. After polarization filtering, the magic angle
transient absorption signal is reconstructed as a function of pump−
probe delay time. Data analysis involves the convolution of decay and
rise time functions with the corresponding experimental instrument
response function (IRF) for each experiment.
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