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The crucial role of a spacer material on the
efficiency of charge transfer processes in organic
donor–acceptor junction solar cells†

Reed Nieman,a Hsinhan Tsai,b Wanyi Nie,b Adelia J. A. Aquino,a,c Aditya D. Mohite,b

Sergei Tretiak,*b Hao Lid and Hans Lischka *a,c

Organic photovoltaic donor–acceptor junction devices composed of π-conjugated polymer electron

donors (D) and fullerene electron acceptors (A) show greatly increased performance when a spacer

material is inserted between the two layers (W. Y. Nie, G. Gupta, B. K. Crone, F. L. Liu, D. L. Smith,

P. P. Ruden, C. Y. Kuo, H. Tsai, H. L. Wang, H. Li, S. Tretiak and A. D. Mohite, Adv. Sci., 2015, 2, 1500024.).

For instance, experimental results reveal significant improvement of photocurrent when a terthiophene

oligomer derivative is inserted in between π-conjugated poly(3-hexylthiophene-2,5-diyl) (P3HT) donor

and C60 acceptor. These results indicate favorable charge separation dynamics, which is addressed by our

present joint theoretical/experimental study establishing the beneficial alignment of electronic levels due

to the specific morphology of the material. Namely, based on the experimental data we have constructed

extended structural interface models containing C60 fullerenes and P3HT separated by aligned oligomer

chains. Our time-dependent density functional theory (TD-DFT) calculations based on a long-range cor-

rected functional, allowed us to address the energetics of essential electronic states and analyze them in

terms of charge transfer (CT) character. Specifically, the simulations reveal the electronic spectra com-

posed of a ladder of excited states evolving excitation toward spatial charge separation: an initial excitonic

excitation at P3HT decomposes into charges by sequentially relaxing through bands of C60-centric, oligo-

mer → C60 and P3HT → C60 CT states. Our modeling exposes a critical role of dielectric environment

effects and electronic couplings in the self-assembled spacer oligomer layer on the energetics of critical

CT states leading to a reduced back-electron transfer, preventing recombination losses, and thus rational-

izes physical processes underpinning experimental observations.

1. Introduction

The interfaces of organic photovoltaic bulk heterojunction
(BHJ) donor (D)/acceptor (A) devices between π-conjugated
electron donor polymers and electron acceptors, such as fuller-
enes, are of fundamental importance for understanding
organic photovoltaic processes and for improving their
efficiency.1–3 These interfaces control the dissociation of exci-
tons and generation of charge transfer (CT) states. The conver-

sion of light into electricity in a BHJ photovoltaic device is
accomplished by a four-step process: (i) light absorption by
bright π → π* transition of the organic conjugated polymer
and generation of excitons, (ii) diffusion of the excitons
through the bulk polymer and segregation to the interface, (iii)
dissociation of the excitons at afore-mentioned heterojunc-
tions and creation of CT states, and (iv) charge separation and
collection at contacts.1,4 The actual processes occurring in the
BHJ material are significantly more complex because of the
heterogeneous distribution of donor and acceptor in the BHJ
material, a broad variety of structural defects and confor-
mations, the large number of internal degrees of freedom of
the polymer chains, and the complicated manifold of elec-
tronic states.5–7 Therefore, finessing the mechanism of ultra-
fast and loss-less free charge generation in BHJ devices via
intercede design is still a very active research area.8–12

While traditional organic photovoltaic (OPV) BHJ devices
involve only a pair of materials, i.e., electron donor and accep-
tor complexes, recent experimental work13 has employed a new
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strategy of using a third material acting as a spacer between
the donor and acceptor regions,14,15 which mitigates the elec-
tron–hole recombination rate (i.e. the backward charge trans-
fer processes) but without affecting the efficiency of charge
separation (i.e., forward electron transfer). In particular, these
studies in a simple bi-layer device have shown a large increase
in both the photocurrent (up to 800%) and open circuit
voltage (VOC) when a spacer material such as a terthiophene-
derivative (O3) is added between the donor, a poly(3-hexylthio-
phene-2,5-diyl) (P3HT), and a fullerene (C60) acceptor.
Subsequently, in the BHJ device a significant increase in the
power conversion efficiency (PCE) from 4% to greater than 7%
was observed.13 These experimental findings followed the
hypothesis of a “fast energy transfer of the exciton from the
donor across O3 to the acceptor and the back cascading of the
hole to the donor” due to a favorable alignment of the corres-
ponding energy levels. Such arrangement ensures that the
spacer material is also physically separating the donor and
acceptor interface thus working to mitigate the CT recombina-
tion rate.

Quantum-chemical modeling of these materials can
provide important atomistic insights into the nature of under-
lining processes and ultimately help to formulate design strat-
egies toward optimizing the photophysical dynamics. The first
important step is the determination of the energy level align-
ment occurring at the complex donor–acceptor interfaces. For
such large systems density functional theory (DFT) and time-
dependent (TD)-DFT are the most widely used techniques pro-
viding access to the ground and excited state properties,
respectively, being a reasonable compromise between accuracy
and numerical cost. However, in spite of the overwhelming
success of DFT in ground-state computation, the correct
description of charge-separated excited states is still proble-
matic for many developed exchange–correlation functionals
due to the significant delocalized nature of the density,
especially for intermolecular CT states at BHJ interfaces.16–19 A
variety of strategies have been developed to correctly account
for delocalized excitations. Long-range corrected func-
tionals20,21 in combination with optimization of the para-
meters determining the separation range22–25 have been used
successfully to correct several TD-DFT artifacts. In previous
work,26 we have shown that long-range corrected functionals
of CAM-B3LYP27,28 and ωB97XD29 gave very good agreement
for excitonic and CT states for thiolated oligothiophene dimers
in comparison to the second-order algebraic diagrammatic
construction (ADC(2)) approach. Thus, long-range corrected
functionals appear to be well applicable for the calculation of
electronic spectra of π-conjugated semiconductor polymers
including capacity of describing both excitonic and CT
states.30 They are also computationally efficient so that the
capability of treating large molecular aggregate systems can be
well managed.

Regarding the discussed bilayer interfaces,31 previous calcu-
lations have shown that the bright, light absorbing π → π*
transition can be located above CT states and can convert to
the CT state via internal conversion processes. However, it has

been concluded from TD-DFT calculations32 that dark fuller-
ene states could be located even lower in energy and would
have the possibility to quench the CT states after they have
been formed. Other calculations based on the already men-
tioned ADC(2) method have shown a slightly different picture
indicating CT states as the lowest singlet states.31,33

The energetic ordering of states and the stabilization of CT
states obviously represents a crucial issue affecting the
reduction of unwanted leaking processes. This joint experi-
mental and computational study wants to demonstrate the
specific factors affecting especially the stability of the CT
states. For that purpose, the experimental P3HT/O3/C60 system
discussed above is being used together with our previously
benchmarked TD-DFT methodology.26 Even though the calcu-
lations are specific for this system, as we will show, the con-
clusions are quite general and can certainly be transferred to
many other polar interface systems. Two structural models
were employed in order to represent the donor–spacer–accep-
tor interface: (i) the donor P3HT polymer is connected via one
spacer T3 chain to the acceptor C60 (Fig. 1a, denoted as stan-
dard model) and (ii) an extended model (Fig. 1b and c) where
P3HT is connected via three T3 spacer molecules to three C60

electron acceptors. A spacer material, thiolated terthiophene,
T3, was used which can be considered as a good approxi-
mation to O3 used in the experiments. This specific mutual
arrangement of molecules underscores our experimental fabri-
cation technique utilizing the Langmuir–Blodgett (LB) method
(Fig. 2a) ensuring orthogonal orientation of the oligomer with
respect to the polymer P3HT layer, as demonstrated by our
X-ray measurements. Furthermore, the extended model aims
to account for π-stacking effects in the oligomer, which were
shown to be important for conventional, simple donor–accep-
tor interfaces.34–39

The article is organized as follows: section 2 describes
experimental and computational methodology, section 3 pre-
sents our results, and finally section 4 summarizes our find-
ings and conclusions.

2. Methods
2.1. Experimental

2.1.1. Bilayer solar cells fabrication. Solar cell fabrication
started from the cleaning of indium tin oxide (ITO) transparent
substrate with sonication bath in water, acetone and isopropyl
alcohol for 15 min respectively. The hole transporting polymer
poly(3,4-ethylenedioxythiophene) polystyrene sulfonate (PEDOT:
PSS) solution was then coated on the cleaned ITO substrates by
spin coating method. After drying, the coated substrates were
transferred to an argon filled glovebox for P3HT coating. The in-
stock P3HT solution (2 mg ml−1 in chlorobenzene) was spin
coated on the substrates at 2000 rpm for 45 s, forming a
uniform, 40 nm thin film without further annealing. The coated
substrates were then taken outside the glovebox for interfacial
layer deposition by LB technique between air–water interfaces
on a spin coated P3HT film. After LB deposition, the devices

Paper Nanoscale

452 | Nanoscale, 2018, 10, 451–459 This journal is © The Royal Society of Chemistry 2018

Pu
bl

is
he

d 
on

 0
4 

D
ec

em
be

r 
20

17
. D

ow
nl

oa
de

d 
on

 1
9/

05
/2

01
8 

20
:5

5:
14

. 
View Article Online

http://dx.doi.org/10.1039/c7nr07125f


were completed by thermally evaporating C60 (30 nm) for accep-
tor layer and electrode deposition through shadow mask.

2.1.2. Device characterization. The completed solar cells were
mounted in cryostat with BNC connections from the electrodes
to the instruments. The photocurrent was collected in AC mode
by illuminating the device with monochromatic light while
measuring the short circuit current using lock-in amplifier.

2.2. Computational details

The computational methods are based on DFT using the
Perdew–Burke–Ernzerhof (PBE)40 functional with the SV(P)41

basis for geometry optimizations, and the long-range separ-
ated density functional, CAM-B3LYP, for the calculation of
excited states using two basis sets, 6-31G42 and 6-31G*.43,44

Solvent effects were taken into account using the conductor-
like polarizable continuum model (C-PCM).45 Environmental
effects on the electronically excited states were investigated on
the basis of the linear response (LR)46,47 and state-specific
(SS)48 approaches. Dichloromethane (dielectric constant, ε =
8.93, refractive index, n = 1.42) was chosen to act as a modestly
polar environment. Geometry optimizations were performed
by freezing selected atoms as shown in Fig. 1 in order to main-
tain the desired structure of the aggregate as deduced from
experiment.

Geometry optimizations were carried out using the
TURBOMOLE49 program suite, while all TD-DFT calculations
were performed with the Gaussian G09 program package.50

The character of the electronic states has been analyzed by
means of natural transition orbitals (NTOs)51–53 and molecular
electrostatic potential plots (MEP). NTOs represent the
weighted contribution to each excited state transition from a
hole to a particle (electron) derived from the one-electron tran-
sition density matrix. NTOs and particle/hole populations were
performed with the TheoDORE program package.54–56

For more detailed information see the ESI.†

3. Results and discussion
3.1. Experimental observations

We fabricate the bilayer device as illustrated in Fig. 2a com-
prised with 20 nm P3HT as donor and 40 nm of fullerene (C60)
as acceptor for photocurrent measurements as summarized in
Fig. 2. To insert oriented O3 between the (D/A) interface, we
employed the O3 with Langmuir–Blodgett (LB) method after
spin coating P3HT on hole transporting material, followed by
C60 deposition by thermal evaporation (Fig. 2a). The obtained
bilayer device was taken for photocurrent spectrum measure-

Fig. 1 (a) Standard model of the molecular arrangement in the trimer. (b) Front and (c) side views of the extended model. The picture shows mole-
cular notations, geometrical arrangement and selected nonbonding distances (Å). Atoms kept fixed during the geometry optimization are circled in
black.

Fig. 2 (a) Scheme of bilayer device structure used in this study, the
interface layer with vertical alignment was produced by Langmuir–
Blodgett (LB) method illustrated on right. (b) Photocurrent measured at
short circuit condition as function of illumination wavelength for bilayer
device without spacer and with 1-bilayer of O3 between P3HT and C60.
(c) GIWAXS map for 1 bilayer of O3 deposited on P3HT by LB method. (d)
Peak photocurrent at 550 nm illumination as a function of number of
O3 bilayer at interface.
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ment in Fig. 2b. The photocurrent follows the absorption spec-
trum of P3HT (band gap 1.9 eV), while the magnitude of the
photocurrent increase by 1.8 times from the device without
spacer layer (black) to the device with 1-bilayer of O3 inserted
(red). The optical band gap remains the same in both cases
indicating the oligomer absorption does not contribute to the
photocurrent increase. To characterize the molecular orien-
tation of the O3 molecules at the interface, we took the LB de-
posited O3 molecules on P3HT thin-film for gracing incidence
wide angle X-ray scattering (GIWAXS) measurement. The result
in Fig. 2c clearly shows a diffraction spot along the qz axis. The
spot is located near qz = 0.322 Å−1 corresponding to a
d-spacing of 19.4 Å which matches with the molecule length.
In addition, the Bragg spots are parallel to the qy axis (sub-
strate) indicating that the O3 molecules are aligning in the
out-of-plane57 orientation by LB method (Fig. 2a) and pointing
from P3HT towards C60. The distance between the donor–
acceptor is thus determined by the length of molecule and
number of bilayers deposited. This is consistent with previous
measurements of three self-assembled oligomers.13,58 We
further performed device photocurrent measurement as a
function of the number of O3 bilayers as shown in Fig. 2d, we
found the maximum gain in photocurrent can be obtained
when inserting two bilayers of O3 molecules between D/A
interface. This is suggesting that such separation between
donor and acceptor materials is optimal to suppress the elec-
tron–hole recombination through CT state at the interface
after a suitable thickness of spacer layer insertion. The sub-
sequent decrease of the photocurrent is associated with the
decrease of efficiency for direct CT process.

At open circuit condition, the photo-voltage value is deter-
mined by the carrier generation and recombination, following
the equation:

VOC ¼ Eg � nKbT
q

ln
JRec
JSC

� �
ð1Þ

where Eg is the effective band gap, Kb is the Boltzmann con-
stant, T is the temperature, q is the elementary charge, JRec is
the recombination current and JSC is the final short circuit
photocurrent density.59 Considering a dielectric constant of
3–4 in a typical organic system, the Coulomb radius is esti-
mated to be 16 nm,60 and the energetic disorder further
reduces this value to 4 nm, probed experimentally.10 This
means that if the electron–hole pair bonded at the charge
transfer states can be separated to a distance greater than the
Coulomb radius, significant amount of carrier recombination
can be suppressed, that reduces JREC and increases JSC, which
ultimately reduces the voltage loss through non-radiative
recombination. In fact, our experimental data in Fig. 2 show
an increase in JSC (photocurrent at short circuit condition)
which is an indication of reduced recombination that will lead
to increase in VOC.

The purpose of the following electronic structure calcu-
lations is to show that such a large electron–hole separation is
energetically feasible using the detailed interface models

shown in Fig. 1. At this point it should be mentioned that in
the single spacer level model used because of computational
economy, the electron–hole pair will have a separation of only
∼3 nm.

3.2. Analysis of energy levels

The geometrical arrangement of the three components of the
standard model is depicted in Fig. 1a. In this model only a
single T3 layer is used because of computational efficiency.
Nevertheless, as the results below will show, the major stabiliz-
ation effects for charge separated states can be seen already in
this case. The spacer T3 chain faces the C60 unit via the thiol
group with interatomic distances of 2.6–2.8 Å and P3HT via
the alkane chain at distances of 2.7–2.85 Å. The distance
between the center of C60 and P3HT is ∼28.6 Å. In the
extended model (Fig. 1b and c) three C60 units are arranged
horizontally with distances of around 3.3 Å. The three T3
chains are stacked (side view, Fig. 1c). Typical intermolecular
distances are displayed in Fig. 1: (a) standard model of the
molecular arrangement in the trimer. The Cartesian coordi-
nates for the standard and extended model are given in the
ESI.†

The calculations on the standard trimer have been used to
establish the general structure of the electronic spectrum and
to test the validity of the smaller 6-31G basis set for use with
the significantly larger extended trimer. The scheme of the
lowest excited singlet states of the isolated complex is given in
Fig. 3a and b using the 6-31G* and 6-31G basis sets, respect-
ively. The full list of the 20 excited singlet state energies Ω cal-
culated can be found in Table S1† (6-31G basis) and Table S2
(6-31G* basis) of the ESI.† For the 6-31G* basis (Fig. 3a, iso-
lated system), the local C60 states have been calculated as well.
This figure shows that in case of the calculation for the iso-
lated system they form the lowest band of excitonic states. If
this would be the true energy ordering, these states would act
as a sink for conversion of CT states, which would lead to
serious losses for the efficiency of the photovoltaic process.
The C60 states are followed by a local π–π* state on P3HT which
has the largest oscillator strength, f, of all states calculated.
Next appears another band of C60 states followed by two
closely spaced triples of CT states from P3HT → C60 and T3 →
C60 at 3.3 and 3.4 eV, respectively. There are two more locally
excited states, one on T3 and the other one on P3HT. Triples
of CT states alternating between excitations from P3HT and T3
follow. This sequence is interrupted only by one local state on
P3HT. Inclusion of the environment via the LR method
(Fig. 3a and b and Tables S4 and S5†) does not change much
in the relative ordering of states compared to the isolated
system. However, the more sophisticated, but also numerically
more expensive SS solvent calculations change the situation
dramatically (Fig. 3a, Table S6†). With respect to the P3HT
excitonic bright state, the SS approach leads to a quite dra-
matic stabilization of nine CT states to be located below the
P3HT state. The energetic spacing between the P3HT → C60 CT
states and the T3 → C60 CT states is rather large being about
0.6 eV. There is also a large energy gap of about 0.75 eV
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between the P3HT state and the following T3 → C60 CT state.
Thus, from this model one can already see the crucial environ-
mental effect which significantly stabilizes the CT state relative
to the others. On the other side, the environmental effect on
the energetic location of the locally excited P3HT and C60

states is small. As a result, the CT states are the lowest ones
and the leaking of the CT states into locally excited C60 states
is avoided.

The strongly different behavior of the two solvation models
is to be expected since in the LR method dynamic solvent
polarization is computed from the transition density which is,
however, very small as shown for the present case of charge
transfer states. Consequently, the solvent effects are corre-
spondingly small and not adequately represented by this
approach in the case of charge transfer states. On the other
hand, the SS approach has been developed having charge-
transfer transitions in mind by representing the dynamic
solvent polarization by means of the difference of the elec-
tronic densities of the initial and final states. For a more
detailed discussion of this point see e.g. ref. 61. Therefore, it is
concluded that the SS scheme allows for a better characteriz-

ation of environmental effects on CT states and the LR
approach has been presented only for comparison reasons. It
will not be considered further here.

Comparison between the 6-31G* and 6-31G basis sets
shows that the smaller 6-31G basis represents the energy
spectrum of the standard complex very well and also that
omission of the C60 states by freezing respective orbitals does
not affect the remaining spectrum. These findings are impor-
tant for the calculations on the extended trimer where the
state-specific (SS) solvent calculations are time consuming.
Therefore, they have been performed only with the 6-31G
basis (see below).

The extended trimer was investigated next as an extension
of our standard trimer structure providing a significantly
enhanced interface model (Fig. 3c and d, Tables S9–S11†). For
the isolated system, the lowest bright state is located on P3HT
at ∼2.65 eV, very similar to the excitation energy in the stan-
dard model. The difference to the standard model is that now
several (T3)3 → (C60)3 CT states are located below even for the
isolated complex. A rich variety of states is also found above
the P3HT state (Fig. 3c).

Fig. 3 Excited state energies Ω of the standard P3HT–T3–C60 trimer using the CAM-B3LYP method and (a) the 6-31G* and (b) the 6-31G basis sets
both as isolated systems and in the LR and SS environments (for numerical data see Tables S1, S2, and S4–S8†). For the isolated system using the
6-31G* basis set (farthest left of (a)), the fifteen lowest-energy locally excited C60 states have been computed also. Excited states of (c) the extended
P3HT–T3–C60 trimer using the 6-31G* and (d) 6-31G basis sets both as isolated systems and in the SS environment (Tables S9–S11†).
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Including the SS environment using the 6-31G basis,
Fig. 3d, results in significant changes with respect to the CT
states, the most important one being that the P3HT CT states
are lowest in energy. Below the P3HT bright excitonic state, we
computed nineteen CT states: fifteen (T3)3 → (C60)3 CT states
and four P3HT → (C60)3 CT states. The (T3)3 → (C60)3 CT states
occupy a CT band of 0.44 eV, while the P3HT → (C60)3 CT
states are found in a much narrower range of 0.02 eV. As has
already been found for the standard model, the mentioned CT
states are located significantly below the C60 states (which are
around 2.5 eV) and that, therefore, the former states cannot
leak into C60 states as soon as they are formed. In contrast to
the results presented here, in TD-DFT thiophene/fullerene
complexes32 locally excited C60 states comprised the lowest-
energy band of states. These differences are probably due to
the use of the LR solvation model used in this reference. It is
important to point out that the presence of any π-conjugated
chromophores adds an effective dielectric medium and facili-
tates further stabilization of CT states even though the wave-
function is not directly delocalized into these molecules. To
illustrate this trait, we removed the spacer and calculated only
the C60/P3HT system. Table 1 records the calculated energies
of the lowest P3HT → C60 CT states. In the P3HT–T3–C60

system, the solvent stabilization is 1.62 eV, but in the P3HT–
C60 system only 0.42 eV. This comparison shows the strong
sensitivity of the electrostatic interaction in the charge separ-
ated systems which are better stabilized by the environment in
the case where the charge separation is more pronounced due
to the spacer in between.

3.3. Characterization of electronic states

The properties of the different types of electronic states are
characterized in Fig. 4 by means of two descriptors. The first
one is represented by the most important NTO’s of typical elec-
tronic transitions of the systems calculated in the SS environ-
ment (Fig. 4). All transitions are well represented with one
hole/particle pair as the corresponding weights are above 0.9 e.
As discussed above, the lowest excited singlet state band has
P3HT → (C60)3 CT character. This can be nicely seen from the
NTO picture of Fig. 4a and b, which shows, respectively, the
hole density in P3HT and the particle density in the central
C60 unit. These two densities are well separated with essen-
tially no overlap between the two systems. As a second descrip-
tor, the molecular electrostatic potential (MEP) plot displayed
in Fig. 4c shows that the P3HT unit has a strongly positive
potential which extends significantly into the (T3)3 moiety.

The electrostatic potential of the middle C60 molecule of the
(C60)3 unit is strongly negative in agreement with the location
of the particle NTO in Fig. 4b. The other two C60 molecules are
slightly negative as well. Overall, the MEP plots give a stronger
delocalized picture of the CT process in comparison to the
NTOs, since the localized CT density affects much larger
regions via Coulomb interactions.

The next band consists of (T3)3 → (C60)3 CT states. Here the
lowest-energy state of this type (Fig. 4d and e) shows a tran-
sition from an occupied orbital diffusely distributed across the
(T3)3 unit to an orbital located on a single C60 molecule in the
(C60)3 unit. The MEP plot given in Fig. 4f depicts similar char-
acter to the P3HT → (C60)3 delocalized CT character, however
as expected the positive region is spread over the T3 unit and
P3HT is essentially neutral.

The C60 exciton band is represented in Fig. 4g and h by the
lowest-energy C60 state calculated for the isolated standard
trimer. This band is optically dark consisting of an excitation
localized to the C60 molecule, while the MEP plot (Fig. 4i)

Fig. 4 Natural Transition Orbitals (NTO), particle/hole populations and
molecular electrostatic potential (MEP) of (a, b, c) the lowest-energy
P3HT → (C60)3 CT state, (d, e, f ) the lowest-energy T3 → (C60)3 CT state,
( j, k, l) the lowest-energy P3HT bright excitonic state of the extended
thiophene trimer calculated using the CAM-B3LYP/6-31G method in the
SS environment, and (g, h, i) the lowest-energy C60 dark excitonic state
of the isolated standard thiophene trimer calculated using the
CAM-B3LYP/6-31G* method. Here we use NTO isovalue ±0.015 e per
Bohr3 and MEP isovalue ±0.0003 e per Bohr3.

Table 1 Stabilization energy of the lowest P3HT → C60 CT state of
P3HT–T3–C60 and P3HT–C60 system calculated in the isolated system
and the state-specific (SS) environment

P3HT–T3–C60 P3HT–C60

Isolated system 2.91 2.20
SS environment 1.29 1.78
ΔE (eV) 1.62 0.42
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shows very little polarity, which is typical for neutral excitonic
states. For the P3HT bright excitonic state, the primary contri-
bution to the electronic excitation is localized on the P3HT
unit (Fig. 4j and k). The MEP plot of this state displayed in
Fig. 4l shows only little polarity.

4. Conclusions

Efficient operation of organic solar cells based on the BHJ
architecture is ensured by tuning sophisticated organic–
organic interfaces to align excitonic and charge transfer
excited states to provide robust photo-generated exciton dis-
sociation, while minimizing the recombination of the disso-
ciated electron and hole across the donor–acceptor interface.
The present study focuses on a detailed molecular model of a
polar interface in a bulk heterojunction, which is suggested by
our experiment. Here a self-assembled spacer unit (oligomer
T3) is included in between a P3HT donor and C60 acceptor
materials. Following a non-trivial geometry optimization
routine, extensive TD-DFT calculations based on long-range
corrected functional mode and including environmental
effects have been performed to characterize the series of
lowest excited singlet states in terms of charge transfer and
excitonic character. The calculations show unequivocally the
strong stabilization of the CT states by environmental effects.
The amount of stabilization increases with the distance of the
charges (P3HT → C60 vs. T3 → C60 CT) due to improved
environmental stabilization. By comparison with a system of
an ion pair without spacer layer (P3HT → C60), a stabilization
of more than 1 eV is computed for the single layer model.
Inclusion of more layers are expected to increase the stabiliz-
ation somewhat further but are currently too expensive in the
framework of an explicit molecular model and state-specific
TDDFT. Both spacer models show that with consideration of
environmental interaction the lowest excited states are formed
by bands of CT states, the lowest ones being of P3HT → C60

character followed by T3 → C60 transitions. The bright exci-
tonic P3HT state is located 0.5 eV above the first CT below and
1.15 eV above the lowest CT state. Local C60 excitations were
found below the P3HT state, but significantly (∼0.9 eV) above
the lowest CT state.

Such calculated and analyzed electronic structures fully
support our hypothesis which emerged from experimental
study:13 photo-generated exciton in the P3HT component at
the BHJ interface either goes to C60 via energy transfer and
subsequently dissociates into a T3 → C60 CT state, or directly
dissociates into a P3HT → C60 state. This state is followed by a
transition to the next P3HT → C60 state with lower energy,
which has even stronger CT character. Our calculation of the
stability of the CT states clearly indicate via the use of eqn (1)
that the spacer facilitates separation of the electron and hole,
thus diminishing their Coulomb binding energy and reducing
the efficiency of recombination. Moreover, our simulations
demonstrate how the interface ordering and structure affects
the energetics of relevant states via electronic coupling in self-

assembled oligomer layers, which further translates to macro-
scopic device performance. Such physical processes are
general and underpin manipulation in any donor–acceptor
based electronic devices, such as organic light emitting
diodes, photodetectors, sensors, and comprise the design
principles for tailoring the interface properties of organic elec-
tronic devices. All our simulations of electronically excited
states are based on the equilibrium molecular geometries. To
capture the effects of vibrational broadening and confor-
mational disorder, it is possible to use multiple snapshots of
structures obtained from classical molecular dynamics simu-
lations. However, modeling excited states in such a case is cur-
rently a numerically intractable task for the present high level
of theory. Likewise, direct modeling of excited state relaxation
with, for instance, surface hopping approaches,62 are numeri-
cally costly and require reduced Hamiltonian models. This
work goes far beyond the scope of this paper and will be
addressed in future investigations.
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