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ABSTRACT: We provide a case-study for thermal grafting of benzenediazonium bromide onto a hydrogenated Si(111) surface using ab initio molecular dynamics (AIMD) calculations. A sequence of reaction steps is identified in the AIMD trajectory, including the loss of N₂ from the diazonium salt, proton transfer from the surface to the bromide ion that eliminates HBr, and deposition of the phenyl group onto the surface. We next assess the influence of the phenyl groups on photophysics of hydrogen-terminated Si(111) slabs. The nonadiabatic couplings necessary for a description of the excited-state dynamics are calculated by combining ab initio electronic structures and reduced density matrix formalism with Redfield theory. The phenyl-terminated slab shows reduced nonradiative relaxation and recombination rates of hot charge carriers in comparison with the hydrogen-terminated slab. Altogether, our results provide atomistic insights revealing that (i) the diazonium salt thermally decomposes at the surface allowing the formation of covalently bonded phenyl group, and (ii) the coverage of phenyl groups on the surface slows down charge carrier cooling driven by electron–phonon interactions, which increases photoluminescence efficiency at the near-infrared spectral region.

Silicon is one of the most technologically important materials with innumerable applications in microelectronics and photovoltaics. In order to take full advantage of silicon, it is essential to reduce the density of silicon dangling bonds at surfaces and interfaces. A widely used method in the semiconductor industry is chemical etching, in which silicon is treated with peroxide solutions followed by exposure to hydrogen fluoride solutions leading to hydrogen passivation of silicon surfaces. However, Si–H bonds are not stable, and thus oxidation of silicon surface can take place within hours. The presence of surface oxides further leads to electronic defects, which undermines the performance of silicon.

The direct covalent grafting of alkyl groups onto silicon surfaces results in improved chemical and thermal stabilities, while the packing density of alkyls on the silicon surface depends on the size of the ligand. A variety of alkyl groups have been covalently linked to silicon surfaces. With methyl groups, the complete coverage of silicon surface sites is achieved. With ethyl groups the coverage is about 80%. In most cases, the limiting coverage by long-chain or bulky alkyls is around 50%, with nonalkylated sites terminated by atomic hydrogen or hydroxyl groups. The oxidation of silicon surfaces is inhibited greatly even under a partial alkyl coverage. Using aryl diazonium salts to functionalize carbon, silicon, and metals is another well-known technique, allowing the formation of aromatic layers covalently bonded to the surface. The reaction typically involves a homolytic diazoniation step and can be performed under a variety of conditions such as electrochemical reduction, ultrasonication, and heating.

The optoelectronic applications of silicon rely on properties such as charge carrier mobility, the relative energy of valence band minimum (VBM) and the conduction band maximum (CBM), and the ability to absorb and emit photons, all of which may be affected by surface passivation. A better understanding of effects induced by surface passivation is thus critical for realizing the full potential of silicon for photovoltaics and light-emitting applications. First-principles calculations have been successfully used to describe ground state properties of many semiconductor materials. An accurate description of nonequilibrium dynamics related to hot carriers and excited states requires treatment of coupling between electronic and nuclear degrees of freedom and goes beyond the Born–Oppenheimer approximation. Prevalent methods (e.g., mean-field Ehrenfest, surface hopping, and Redfield) are typically used to simulate such dynamics relying on nonadiabatic couplings. Such modeling incorporating nonadiabatic effects provides mechanistical pictures of photoexcited dynamics and nonradiative relaxation for molecular
A broad variety of previous studies addressed excited state properties and dynamics of various silicon systems, such as photochemistry of silane molecules using surface hopping methods, surface photovoltage of Si thin films by density matrix treatment, multiple exciton generation in silicon–carbon nanotube quantum heterostructures through applying Boltzmann transport equation, charge carrier relaxation for Si quantum dots, nanowires adopting Redfield formalism, and nonradiative recombination in Si nanocrystals through the characterization of conical intersections.

In this work, we report a case-study on thermal grafting of benzenediazonium bromide, a specific precursor from the class of diazonium salts, onto hydrogenated Si(111) surfaces using density functional theory (DFT) based ab initio molecular dynamics (AIMD) calculations. We explore this precursor to show its ability to bind to the Si surface and transform into a protective ligand. We also study the influence of phenyl groups on the optical and electronic properties of hydrogenated Si(111) slabs. We further describe charge carrier relaxation due to electron–phonon interactions using the reduced density matrix approach within the Redfield formalism.

Our simulations focus on two-dimensional model systems to minimize computational cost and explicitly account for surface effects. There are two atomic models considered in this work: hydrogenated and phenyl-covered Si(111) slabs. In the case of phenyl-covered slabs, half of the H atoms on the hydrogenated slab are replaced by phenyl groups, giving a chemical formula of Si$_{128}$H$_{16}$Ph$_8$. Note that the surface ligands are arranged in such a way that minimal steric hindrance is expected. The optimized geometries of various models used in this calculation are shown in Figure 1. Orbital energies, the spatial distribution of orbitals, and transition dipoles are obtained based on the geometry-optimized models. To study time-dependent electronic structures, AIMD calculations are performed using a time step of 1 fs with duration up to 1 500 fs for each trajectory. There are two sets of AIMD calculations. The one at high temperature models chemical reactions from reactants to products by providing enough kinetic energies to overcome reaction barriers (see Figure S1). Representative examples using high-temperature AIMD to model chemical reactions are available in previous work. The other one at ambient temperature serves as a foundation for computing nonadiabatic couplings and elements of the Redfield tensor, which describes excited-state dissipative dynamics of charge carriers. The methodologies for computing charge carrier dynamics can be found elsewhere. All calculations are performed using periodic plane wave DFT within the Vienna Ab Initio Simulation Package (VASP), and the projected augmented wave (PAW) potentials and the generalized gradient approximation (GGA) with Perdew–Burke–Ernzerhof (PBE) exchange-correlation functional are adopted for the calculations. The long-range internuclear interactions are treated with the semiempirical pairwise corrections (DFT + D2).

A plane wave energy cutoff is set as 500 eV. The Brillouin zone is only sampled at the gamma point, unless otherwise stated.

First-principles calculations are first performed to model the thermal grafting of benzenediazonium bromide onto the hydrogenated silicon slab. Specifically, we carry out AIMD calculations at 2000 K to model the covalent surface chemistry. The use of high temperature ensures that chemical reactions occur at a short time scale, thus reducing the length of trajectories. To further reduce computational costs, only the diazonium salt and atoms at the top layer of the slab are allowed to move in our simulations. This is different from the setup of AIMD calculations at ambient temperatures, where all atoms freely move. To study the charge transfer events in the thermal grafting reaction, we further conduct Bader charge analysis for snapshots along the trajectory, as detailed in Table S1. Figure 2 shows a representative AIMD trajectory at 2000 K. One first observes the elongation of C–N bond with time due to the electron transfer from the slab to the diazonium salt. Later on, the breaking of C–N bond occurs, leading to the loss of N$_2$. In the following trajectory, the N$_2$ molecule drifts away from the surface, whereas the bromine anion and phenyl radical gradually approach the surface. Meanwhile, H atoms of the slab are found to be labile, whereas Si atoms are displaced away from their equilibrium positions due to the high kinetic energy of the system. The elongation and contraction events of Si–Si bonds are abundant. At a later stage, a proton is transferred from the slab to the bromide ion forming HBr. The HBr molecule is rather stable for the rest of the trajectory as evidenced by the oscillation of H–Br bond with time. Si atoms on the surface become reactive after the proton transfer. Several events, including breaking and reforming of Si–Si bond leading to surface reconstruction, are thus observed. Finally, one finds that the phenyl radical is attached to the surface forming the Si–C bond.

Based on these simulations, a sequence of reaction steps is interpreted as follows. The thermal activation facilitates electron transfer from the surface to the diazonium salt, which generates a diazenyl radical.

\[
\text{PhN}_2^+\text{Br}^- + \text{H–Si(surface)} \rightarrow (\text{PhN}_2^*)\text{Br}^- + \text{H–Si}^\text{(surf)}
\]

(1)

The diazenyl radical gives rise to a phenyl radical through the breaking of a C–N bond and releases molecular nitrogen.

\[
(\text{PhN}_2^*)\text{Br}^- \rightarrow (\text{PM})\text{Br}^- + \text{N}_2
\]

(2)
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Figure 2. (a–c) Representative structural snapshots along the AIMD trajectory at 2000 K. (d) Time dependence of interatomic distances along the trajectory. Green, red, and blue solid lines correspond to C−Si, Br−H, and C−N distances, respectively. Simulations at high temperature mitigate computation cost and provide sufficient kinetic energy to overcome reaction barriers. This approach expedites the exploration of the phase space of nuclear configurations, evaluation of potential energy surfaces, and identification of reaction coordinates.53 The slab is prevented from melting at such high temperatures by freezing the internal layers (i.e., fixing positions of these atoms).

The bromine anion approaches and polarizes the surface. A proton is then transferred from the surface, which forms and departs as HBr.

$$\text{(Pht)}^+\text{Br}^- + \text{H}−\text{Si}^*(\text{surf}) \rightarrow \text{HBr} + \text{Pht}^+ + \text{Si}^*(\text{surf})$$ (3)

The proton transfer results in the unsaturated silicon surface site. Phenyl and surface Si radicals combine leading to the formation of a stable covalent Si−C bond.

$$\text{Pht}^+ + \text{Si}^*(\text{surf}) \rightarrow \text{Ph}−\text{Si}^*(\text{surf})$$ (4)

The identified sequence of reaction steps is consistent with reaction mechanisms proposed for the attachment of aryl groups onto hydrogenated Si substrates using diazonium salts, which have been validated by experimental data.70,71

We next focus on the influence of surface modification on the electronic structures of silicon slabs. Figure 3a shows the calculated density of states (DOS) for the Si_{128}H_{128}Pb_{8} slab with an empirical broadening parameter of 0.01 eV for each state. The orbital energy is shifted with reference to the Fermi level, which is defined as the midpoint of the HOMO–LUMO gap. In the DOS, there are several features, in which a→e and a'→g correspond to states in the valence band (VB) and conduction band (CB), respectively. HOMO and LUMO states fall into the features a and a', respectively. The HOMO−LUMO gap is 0.71 eV, which is underestimated due to the adoption of semilocal PBE functionals. On the other hand, the gap calculated with the more accurate hybrid HSE06 functional is about 1.37 eV. Compared to the bulk, the increase in gap is due to quantum confinement. An accurate description of the electronic and optical properties of silicon would require the use of a numerically expensive hybrid functional throughout the entire calculations or applying the “scissor operator” as a postprocessing step to adjust the gap.58 Since this work focuses on a comparative study of various passivation aiming to identify trends, we believe that the numerically efficient PBE model is adequate for this purpose.

Figure 3b shows the calculated absorption spectrum of the Si_{128}H_{128}Pb_{8} slab, where this result is based on the independent orbital approximation (IOA).56 In a confined nanostructure of size r, the kinetic energy and the electron–hole Coulomb interaction scale as 1/r^2 and 1/r, respectively. For r approaching zero, the 1/r^2 term provides the leading contribution. Therefore, for nanostructures smaller than the respective Bohr exciton radius, the formation of bound states via the superposition of electron–hole pairs is negligible, which rationalizes our IOA approach. In Figure 3b, it is found that the optical absorption near the band edge is optically forbidden. Such an optically inactive character can be attributed to the indirect gap nature of Si. The intense absorption peaks stem from transitions with large oscillator strengths. There are four peaks (i−iv) in the spectrum, each of which is composed of certain groups of state-to-state transitions. The main components for the most intense peak at ∼2.6 eV (peak ii) correspond to the c→c' and b→d' features in the DOS. The leading contributions for other peaks are summarized in Table S2. Note, the absorption spectrum is derived from gamma-point calculations. In Figure S2, we compare DOS and absorption spectra from calculations using gamma-point only with 4 × 4 × 1 gamma-centered grids. This shows that orbitals from gamma-point only calculations indeed have characteristic momentum dependence, since the simulation cell is composed of multiple unit cells. Those orbital pairs originating from the same momentum give pronounced optical transitions. However, except difference in peak intensities, the spectral features appear at the same energies for gamma- and momentum-dispersion distribution.

The electronic structures of the hydrogenated slab are shown in Figure S3. The HOMO−LUMO gap of the hydrogenated silicon slab is about 0.01 eV greater than that of the phenyl-covered slab. The absorption spectra for the passivated silicon slabs are quite similar despite some variations in the relative peak intensities. It is interesting that transitions between orbitals that keep the same number of nodal planes of the envelope function contribute higher intensity to the absorption (see Figure S4). The Kohn−Sham orbital can be represented as a product of two factors: the atomic part and the envelope function.72 As such, a matrix element of the transition dipole for a pair of orbitals includes two terms: (i) the transition dipole matrix element between noncoinciding atomic functions multiplied by the Dirac delta function (for coinciding envelope functions) and (ii) the transition dipole between noncoinciding envelope functions multiplied by the overlap of atomic functions. Typically, the first term dominates resulting in an approximate “conservation” of envelope function during optical transitions.

Modeling of charge carrier dynamics relies on ambient-temperature AIMD trajectories, which enable the calculation of nonadiabatic couplings and elements of the Redfield tensor. Figure 3c shows a superposition of multiple atomic coordinates along the adiabatic molecular dynamics trajectory at 300 K. As expected, the displacement of surface Si atoms is more significant than that of interior Si atoms. We further compute the charge carrier dynamics upon photoexcitation. Here we...
assume that there is an instantaneous photoexcitation at $t < 0$, forming a hot hole in a VB orbital and a hot electron in a CB orbital. Figure 3 depicts a representative example of charge carrier relaxation as a function of energy and time. Black (solid and dashed) lines denote expectation values. (e) Dynamics of spatial distribution of charge carriers. The charge distribution shows that during 1–100 fs both electron and hole have similar envelope functions with two nodal planes. At later times, most pronounced in the interval during 2–10 ps, spatial localizations of electron and hole differ by being localized in the center of the slab and near the surface, respectively. In panels d and e, color codes red, green, and blue represent the distribution for gain, no change, and loss of the charge, respectively, relative to the equilibrium distribution. The initial excitation is from HOMO−22 to LUMO+20, corresponding to the $ii$ absorption peak ($c \rightarrow c'$). In panels a and d, the energy is shifted with reference to the Fermi level, which is defined as the midpoint of the HOMO−LUMO gap. (f) Nonradiative relaxation rates of charge carriers under different initial conditions.

Figure 3. Calculated electronic structure and charge carrier dynamics for the Si$_{128}$H$_8$Ph$_8$ slab. (a) Density of states. The filled and empty areas correspond to occupied and empty orbitals, respectively. (b) Absorption spectrum. (c) Superposition of structures along the molecular dynamics trajectory at 300 K. (d) Evolution of charge carriers as a function of energy and time. Black (solid and dashed) lines denote expectation values. (e) Dynamics of spatial distribution of charge carriers. The charge distribution shows that during 1–100 fs both electron and hole have similar envelope functions with two nodal planes. At later times, most pronounced in the interval during 2–10 ps, spatial localizations of electron and hole differ by being localized in the center of the slab and near the surface, respectively. In panels d and e, color codes red, green, and blue represent the distribution for gain, no change, and loss of the charge, respectively, relative to the equilibrium distribution. The initial excitation is from HOMO−22 to LUMO+20, corresponding to the $ii$ absorption peak ($c \rightarrow c'$). In panels a and d, the energy is shifted with reference to the Fermi level, which is defined as the midpoint of the HOMO−LUMO gap. (f) Nonradiative relaxation rates of charge carriers under different initial conditions.
The band edge, and trap states. For both hydrogenated and phonon frequencies coupled to excited states, subgaps above relaxation channels, including the symmetry of orbitals, several factors could contribute to suppressing nonadiabatic ∼ at 0.7 eV, respectively. The former corresponds to the parent interband emission from LUMO+22 to HOMO−20, which disappears at ∼0.1 ps due to dominating nonradiative processes. The latter feature at ∼0.2 eV corresponds to the HOMO−LUMO gap is clearly observed. A concomitant radiative relaxation is in competition with nonradiative relaxation following photoexcitation. Figure 4b shows the time-resolved emission spectrum calculated under the parent interband transition within the CB or VB. Starting from ∼3 fs, we detect additional long-living low-energy intraband feature. Both intraband peaks vanish ∼10 ps after the charge carriers reach the band edges. Note that the long-lived interband LUMO → HOMO transition (∼0.7 eV) is optically weak and hardly resolved in Figure 4b.

Figure 4c shows the time-integrated emission spectrum from Figure 4b. Two interband peaks (LUMO+22 → HOMO−20 and LUMO → HOMO) can be assigned to Γ−Γ transitions with conservation of momentum and Γ−X without conservation of momentum, respectively. The other low-energy peaks arise from intraband emissions. The absence of long-lived intermediate states during the relaxation process limits the number of interband peaks. In addition, the intraband emissions are dominant over interband ones, as there are more relaxation channels and greater transition probabilities for the former. Similar trends in time-resolved and time-integrated emission spectra are observed for the hydrogenated silicon model (Figure S5). While radiative rates are comparable between phenyl- and hydrogen-terminated slabs, much slower nonradiative transitions in Si128H8Ph8 result in higher quantum yield of emission, compared to Si128H16, see Table S3.

In summary, we performed AIMD calculations to model the thermal grafting of benzenediazonium bromide onto hydrogenated Si(111) surfaces. A sequence of reaction steps is identified in the AIMD trajectory, including the loss of N2 from the diazonium salt, proton transfer from the surface to the bromide ion that eliminates HBr, and attachment of the phenyl group onto the surface. The identified reaction steps agree well with experimental data. Such an addition of phenyl groups substantially modifies optoelectronic properties of hydrogenated Si(111) slabs. By conducting nonadiabatic-coupling calculations using a combination of ab initio results and reduced density matrix formalism with Redfield theory, we further detail the charge carrier dynamics of passivated Si(111) slabs upon photoexcitation. The phenyl-terminated slab shows reduced nonradiative relaxation and recombination rates of hot charge carriers compared to the hydrogen-terminated slab, because heavier surface ligands restrict the motion of Si surface atoms in the nonadiabatic relaxation channel. This work illustrates that, first, the diazonium salt thermally decomposes in the vicinity of the silicon surface allowing the formation of a covalently bonded phenyl group, and, second, the coverage of phenyl groups on the silicon surface slows down charge-carrier cooling driven by electron−phonon interactions, which noticeably increases the emission quantum yield compared to hydrogenated silicon slab. Our findings thus contribute to the continuous development of synthetic routes targeting functionalization of semiconductor surfaces with diazonium salts. The treated semiconductors with improved stabilities and prolonged charge carrier lifetimes are expected to have...
improved performance in photovoltaic and optoelectronic applications.
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