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ABSTRACT: Isomerization of molecular systems is ubiquitous in chemistry and
biology, and is also important for many applications. Atomistic simulations can help
determine the tunable parameters influencing this process. In this paper, we use the
Nonadiabatic EXcited state Molecular Dynamics (NEXMD) software to study the
photoisomerization of a representative molecule, 4-styrylquinoline (SQ). trans-SQ
transforms into dihydrobenzophenanthridine (DHBP) upon irradiation with laser light,
with the cis conformer acting as an intermediate. We study how varying three different
external stimuli (i.e., apolar versus polar solvent, low versus high photoexcitation energy,
and vacuum versus a constant temperature thermostat) affects the trans-to-cis
photoisomerization of SQ. Our results show that polarization effects due to implicit
solvation and the thermostat play a crucial role in the isomerization process, whereas
photoexcitation energy plays a lesser role on the outcome and efficiency. We also show
that NEXMD captures the correct energy profile between the ground and first singlet
excited state, showing that there are two distinct reaction pathways to the final stable product that vary by the number of
photons absorbed, in agreement with experiment. Ultimately, NEXMD proves to be an effective tool for investigating excited
state single molecule dynamics subject to various environments and initial conditions.

1. INTRODUCTION

On a molecular scale, optical energy can be converted into
mechanical and chemical energy through isomerization.1 In
many organic molecules, this conversion manifests itself
through the trans-to-cis or cis-to-trans conformational change
around CC bonds2 and involves pathways mediated by
conical intersections.3 Studying this process is key to
understanding many common yet complex processes including
vision,4,5 ion pumping,6 and organic synthesis.7 Photo-
isomerization is also important for technological applications
such as biomimetic materials,8,9 conductive polymers,10 and
optical data storage.11−13

Computational modeling of isomerization in organic
molecules not only reveals how this process occurs in nature
but also helps identify ways of controlling the dynamics via
external stimuli.14 One such example is solvation, as it has
shown to influence isomerization both in terms of time scales
and reaction pathways.15−23 Molecular dynamics simulations
can be used to determine the effects of solvation by capturing
the changes in molecular geometry and potential energy
surfaces (PESs) involved in the reaction.24 Other external
factors (or tunable stimuli) that can influence isomerization

include photoexcitation energy20,25 and the thermostat.26 In
this paper, we study the effects of these three external stimuli
on the trans-to-cis photoisomerization of 4-styrylquinoline
using the Nonadiabatic EXcited state Molecular Dynamics
(NEXMD) software.
4-styrylquinoline is an organic conjugated molecule that

isomerizes upon irradiation with laser light.27 Compared to
other commonly studied molecules that undergo isomer-
ization, such as azobenzenes,28−32 stilbenes,32−36 and ethyl-
enes,1,16,36,37 4-styrylquinoline is slightly larger in size; it might
be a difficult task for a first-principles level of theory to
compute the excited state dynamics due to the computational
costs. Such numerically prohibitive theories include grid-based
methods or multiconfigurational time-dependent Hartree−
Fock.1 Instead, we run our simulations with NEXMD, which
uses numerically efficient semiempirical Hamiltonian models,
and a swarm of classical nuclear trajectories that undergo
nonadiabatic transitions between excited states via surface
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hopping.38−48 But the more compelling reason to study 4-
styrylquinoline is its unique isomerization process, as it has
been experimentally shown to proceed from its trans
conformation to its final stable product along one of two
different reactions pathways that vary by the number of
photons absorbed. Studying 4-styrylquinoline thus poses the
opportunity to complement experimental findings, provide a
detailed investigation of some of the external factors
influencing its photoisomerization, and benchmark the
capabilities of NEXMD against a relatively difficult molecule
to model from first principles.

2. COMPUTATIONAL DETAILS
2.1. Ground State Sampling. The ground state geo-

metries of t-SQ, c-SQ, DHBP, and BP were optimized with the
AM1 semiempirical Hamiltonian.49 Born−Oppenheimer mo-
lecular dynamics were then performed on the ground state
using AM1. An implicit linear response solvent model was
coupled to the dynamics to simulate the electrostatic effects of
solvation.50 The induced polarization due to Coulombic
interactions at the solute−solvent boundary increases with
the dielectric constant of the solvent ϵ and obeys f (ϵ) = (ϵ −
1) /ϵ. The interaction at the solute−solvent boundary
produces an electrostatic potential, which is added to the
solute’s Hamiltonian. The additional effect of the induced
polarization progressively decreases as ϵ increases since f (ϵ)
asymptotically approaches one.48,51 We limit ourselves to two
solvents with low and high polarity−an apolar solvent of n-
hexane (ϵ ≈ 2) and a polar solvent of ethanol (ϵ ≈ 25). These
two solvents were also used in the associated experimental
work.27 Two separate ground state trajectories for each species
that are shown in Figure 1 were simulated, differing only in
solvent environment. Ground state trajectories were 1 ns in
length with a 0.5 fs time step. Nuclear dynamics were
described by the Langevin equation at a temperature set to 300
K and friction parameter of 20 ps−1.48 Snapshots (i.e.,
coordinates and velocities) of each species were recorded
throughout these trajectories and were used as initial
conditions for all subsequent NEXMD simulations of the
excited states.
2.2. Optical Absorption Spectra. Singlepoint calculations

were performed at the ground state geometries to determine
vertical excitation energies and oscillator strengths. Excited
states were calculated using the collective electronic oscillator
(CEO) method combined with AM1.52,53 Implicit solvation
was also included in singlepoint calculations. About 10 excited
states were required to model absorption up to 200 nm.
Oscillator strengths were Gaussian-broadened at the excitation
energies with an empirical standard deviation of 0.15 eV. For
each environment, an average over all absorption spectra, one
for each snapshot, formed the convoluted theoretical
absorption spectrum (Figure 2).

2.3. Photoexcitation to S1: Adiabatic Dynamics. The
photoisomerization process involves the conical intersection
between the first singlet excited state (S1) and the ground state
(S0). Therefore, we begin our analysis by performing adiabatic
dynamics on S1 in each solvent environment. Following
vertical excitation to S1, trajectories were propagated for a
maximum of 50 ps with a classical time step of 0.50 fs using the
same Langevin thermostat as the ground state trajectories. A
cartoon schematic of this low-energy (i.e., S0 → S1) simulation
is shown in Figure 3.

2.4. Analysis of NEXMD of Geometries. In order to
determine the reaction pathways, we analyzed the geometries
along the adiabatic NEXMD trajectories described in the
section 2.3. We combined the geometries of several dynamical
simulations that were initialized with t-SQ and c-SQ ground
state geometries. Geometries sampled from adiabatic trajecto-
ries on S1 were analyzed with a Ramachandran diagram54 of
ϕC=C and ϕC−C (Figure 4A). Changes in the potential energy
manifests itself in rotation about these two dihedral angles. S1
adiabatic dynamics trajectories starting from t-SQ geometries
were used to sample geometries with ϕC=C > 90°. The conical
intersection of p-SQ, located at ϕC=C ≈ 90° (Figure 3), was
approached but not passed through (i.e., ϕC=C < 90°). Another
set of simulations starting from c-SQ provided sampled initial
geometries with ϕC=C < 90°, including DHBP. Rotational
symmetry around both ϕC−C and ϕC=C results in chemically
similar structures. For ϕC−C, a C2 symmetry axis makes the
following angles equivalent: ϕC−C = −180°, 0°, and 180°.
Likewise, structures with ϕC=C = −90° and +90° are also

Figure 1. Photoexcitation of t-SQ results in a transformation to DHBP, with c-SQ being an intermediate in the reaction. Once DHBP is formed, it
is then possible to undergo a final transformation from DHBP to BP with the addition of oxygen.

Figure 2. Optical absorption spectra of t-SQ, c-SQ, DHBP, and BP in
(A) n-hexane and (B) ethanol. Wavelengths of peak maxima from
experimental absorption bands are shown with dashed vertical lines.
Theoretical spectra were blueshifted by 0.45 eV.
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chemically similar. Figure 4B labels the different conformers on
the Ramachandran diagram (Figure 5).
Molecular orbitals (MOs) were used to describe chemical

effects that dictate the reaction pathways. Since geometries of
interest are those that are generated along trajectories from t-
SQ to DHBP, passing through both p-SQ and c-SQ, a
continuous scan was performed by changing ϕC=C from 180°
(t-SQ) to 0° (c-SQ). This procedure generated the potential
energy surface (PES) of isomerization, and was accomplished
by continuously varying the distance between two chosen
carbon atoms of SQ (Figure 4A). When the interatomic
distance between these two atoms is large, the only plausible
conformation is t-SQ. As interatomic distance decreases, p-SQ,
c-SQ, and DHBP become favorable.
2.5. Isomerization Rate. Nonadiabatic transitions to S0

are not explicitly simulated in NEXMD as a result of the
inability to describe crossings between a multireference excited
state (CIS) and a single-reference ground state (Hartree−
Fock).55 Instead, we apply a simple model based on energy
gaps to qualitatively describe S1 → S0 transitions. Since
nonadiabatic coupling scales inversely with energy gap,
transitions are very likely to occur at geometries near p-SQ
(located near ϕC=C ≈ 90◦ of Figure 6). In general, however,
trajectories can transition at finite energy gaps before reaching
the conical intersection. We set a ΔE = 1.0 eV (Figure 3)
threshold on the energy gap to qualitatively describe the rate at
which trajectories approach the conical intersection and
subsequently transition to S0.

66 A similar procedure has been
applied in works pertaining to photodissociation dynamics.56

Figure 7 shows the fraction of trajectories with at least one
occurrence where the energy gap fell below 1.0 eV and thus
can be interpreted as the fraction of trajectories that have
reached the conical intersection.
2.6. High-Energy Photoexcitation: Nonadiabatic Dy-

namics. In order to understand the effect of excitation energy
on isomerization, we perform nonadiabatic dynamics from an
initial high-energy state, Sn (n > 1). The excess electronic
energy must first be converted to vibrations during the Sn → S1
internal conversion process. On the basis of the absorption
spectra of Figure 2, the laser excitation energy was chosen to
excite the bright peak at approximately 260 nm. Nonadiabatic
dynamics used the same 500 snapshots from t-SQ ground state
trajectories as those used for adiabatic dynamics on S1. The
initial excited state, Sn, was chosen according to the absorption
spectrum of the corresponding molecular structure, such that
excited states with larger oscillator strengths were more
populated than those with lower oscillator strengths. This
procedure models a photoexcited wave packet sampling the
phase space of different nuclear configurations at room
temperature. We find that S6 is the most populated state, but
due to thermal fluctuations, states in close vicinity to S6 are
also populated due to diabatic state crossings. Trajectories
were propagated for 1 ps, with a classical time step of 0.10 fs
(nuclei) and quantum time step of 0.02 fs (electrons), using
the same Langevin thermostat as the ground state trajectories.
Nonadiabatic transitions between excited states were modeled
with Tully’s fewest switches surface hopping.57 Electronic
decoherence58 and transitions at unavoided (trivial) cross-
ings59 were treated with established methods within the
NEXMD framework. A cartoon schematic of this high-energy
simulation (labeled “nonadiabatic dynamics”) is shown in
Figure 3.

2.7. Constant Energy Dynamics. In order to assess the
effect of the thermostat on nonradiative relaxation from Sm to
S1 and subsequent isomerization, we performed the same
aforementioned nonadiabatic simulations from the initial high-
energy Sm state with the thermostat turned off, corresponding
to constant energy Newtonian dynamics. For these simu-
lations, we used the same ground state sampling as preceding
simulations, thus making it feasible to isolate the effects of the
bath. For both low- and high-energy simulations (Figure 3),
the solvent model was turned off (i.e., ϵ = 1). Upon
photoexcitation, it is expected that optical energy will be
converted into nuclear vibrational energy. In a simulation with
nuclei coupled to the Langevin equation, a portion of the
vibrational energy is dissipated to the bath. Since the
dissipation is absent in Newtonian simulations, the effect of
the bath on the isomerization can be determined.

3. RESULTS AND DISCUSSION
The following section is organized as follows. First, we provide
an overview of the conformations of SQ during isomerization
(Figure 1). We then compute the optical absorption spectra
and compare the theoretical results to the experimental
absorption maxima (Figure 2). Finally, we present results of
the dynamical simulations in the presence of different
environments. These simulations are carried out at both low
and high photoexcitation energies, corresponding to adiabatic
and nonadiabatic dynamics, respectively (Figure 3). As part of
our discussion, we describe the reaction pathways by analyzing
SQ conformations and the potential energy surfaces (PESs)
involved in the isomerization process (Figure 5). We also
measure the isomerization rate, mediated by transitions
through the conical intersection between the first singlet
excited state (S1) and the ground state (S0) (Figure 7 and
Table 1). For the high-energy (nonadiabatic) simulations, we
compute nonradiative relaxation rates and show that electronic
relaxation to S1 is primarily coupled to carbon−carbon
stretching modes (Figure 8). Computational details of all
simulations are provided in section 2.

3.1. 4-Styrylquinoline (SQ). The experimental work of ref
27 has described the conformations of SQ during isomer-
ization. The reaction from the trans conformer (t-SQ) to its
final stable product is shown in Figure 1. t-SQ is the most
stable in the ground state because of lack of steric hindrance
between the quinoline and phenyl rings. When the central
double bond between the rings (labeled ϕC=C) is rotated by
90°, the quinoline and phenyl rings are in a nonplanar
orientation. This structure is denoted as the perp conformer (p-
SQ) (not shown in Figure 1, but will be discussed further).
Rotating ϕC=C by another 90° generates the cis conformer (c-
SQ). This process is met with significant destabilization due to
steric hindrance between the quinoline and phenyl rings.
Simultaneous rotation of the C−C bond adjacent to CC and
the phenyl ring (labeled ϕC−C) increases the distance between
hydrogen atoms on the rings, which alleviates torsional strain
and results in a structure with nearly perpendicular quinoline
and phenyl rings. Rotation about ϕC−C, such that both rings
are nearly coplanar, can only be accomplished with a change in
hybridization of one carbon atom in each ring, thus forming
dihydrobenzophenanthridine (DHBP). DHBP becomes ben-
zophenanthridine (BP) with the addition of oxygen.

3.2. Optical Absorption Spectra. Optical absorption
spectra of the different species, calculated in both n-hexane and
ethanol, are shown in Figure 2. The line shape labeled by total
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is the sum of all species, which we directly compare to the
experimental absorption maxima of ref 27., shown as dashed
lines in Figure 2. Each absorption peak of ref 27 is assigned to a
different species. The peaks of interest are the three low-energy
peaks, spanning the range of 500−250 nm. The low- and high-
energy peaks are assigned to DHBP and BP, respectively. On
the basis of the theoretical results of Figure 2, these
assignments are in excellent agreement. The peak between
350−300 nm is experimentally assigned to t-SQ. Although t-
SQ theoretically absorbs within this range, Figure 2 shows that
c-SQ and DHBP may also contribute to the absorption;
reduction of the 350−300 nm peak may not be from the decay
of t-SQ alone, thus making it difficult to determine the trans-
to-cis isomerization rate from an experimental perspective.
In order to support the use of the semiempirical level of

theory carried out with NEXMD, theoretical and experimental
absorption spectra are compared to each other. The total
spectrum was uniformly blueshifted, such that the low-energy
peak of DHBP matched the experimental value at 422 nm. By
doing so, the high-energy peak of BP was shifted to about 267
nm. The experimental wavelength of the corresponding DHBP
peak is reported to be 266 nm. Errors ranging between 0.10−
0.20 eV are seen in the peaks assigned to t-SQ in both n-
hexane and ethanol. The ethanol spectra are red-shifted
relative to those in n-hexane, which is expected due to
stabilization in polar environments. The main theoretical
DHBP peak is red-shifted from about 422 to 429 nm (≈ 0.05
eV redshift), while experimentally measured maxima are 422
and 443 nm (≈0.14 eV redshift), respectively. Despite
consistent shifts in the data between theory and experiment,
the semiempirical level of theory used in the present study
appears to provide an accurate description of excited states. A
further comparison of the absorption spectra using density
functional theory (DFT) is presented in the Supporting
Information (Figures S1 and S2).
3.3. Photoisomerization Reaction Pathway. The

reaction pathway for the photoisomerization process was
determined from the geometries collected from NEXMD
trajectories. A schematic of the dynamical simulations that
were initialized with low and high photoexcitation energies is
shown in Figure 3. In the current subsection, we describe the
isomerization pathways in terms of the low-energy simulation
since the process itself occurs between S1 and S0. For this
analysis, conformations of SQ are labeled by the two dihedral
angles, ϕC−C and ϕC=C, as they are the degrees of freedom that
predominantly dictate the potential energy of the system
(Figure 4A). Figure 4B represents the different conformers in
terms of a phase diagram, which is more formally known as a
Ramachandran diagram.54

Figure 5 shows the Ramachandran diagram that was made
using geometries from dynamical simulations on S1. Geo-
metries were compared to those generated by the PES scan
(Supporting Information, Figure S3). General agreement
between the structures allows us to use scanned geometries
for MOs. The predominant transition contributing to the S1
excitation is π → π* between the highest-occupied molecular
orbital (HOMO) and lowest-unoccupied molecular orbital
(LUMO). These MOs are used to describe the reaction of
Figure 1 with regards to excitation and relaxation during
isomerization and subsequent formation of DHBP (Supporting
Information, Figure S4).
The following discussion is in reference to Figure 5 and the

MOs presented in the Supporting Information (Figure S4). t-

SQ minimizes steric hindrance and is a local minimum in the
ground state. Photoexcitation of t-SQ (I) creates an unstable
nodal structure in the orbital, resulting in a local energy gap
maximum. This nodal structure places strain on the CC

Figure 3. Cartoon schematic of NEXMD simulations of the SQ
molecule. Simulations were performed at low (hν) and high (hν′)
photoexcitation energies beginning with t-SQ in the ground state. The
schematic only shows t-SQ → c-SQ. The low- and high-energy
simulations are modeled as adiabatic and nonadiabatic dynamics,
respectively. While both processes are nonadiabatic in practice,
NEXMD cannot explicitly simulate nonadiabatic transitions between
S1 and S0. As a result, dynamics always end on S1. Further
computational details of the NEXMD theory as well as the approach
taken to qualitatively model S1→ S0 transitions are available in section
2.

Figure 4. (A) Labeling of ϕC=C and ϕC−C dihedral angles. The two
carbons atoms colored in purple were used for the PES scan. (B)
Different conformations of SQ during isomerization that are identified
by the dihedrals.
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bond, which is alleviated with a change in ϕC=C. The molecule
twists from t-SQ to p-SQ (II). This process reduces π−π
overlap in the CC bond, which shifts electron density from
the central bond to the adjacent phenyl ring.60 For p-SQ, the
HOMO is localized on the quinoline ring while the LUMO is
localized on the phenyl ring. After ϕC=C reaches 90°, the
molecule transitions to the ground state through the conical
intersection (III), and electron density simultaneously moves
back to the quinoline ring. The ground state no longer has a
node in the central CC bond. At this point, there are two
distinct pathways that are energetically accessible. The
molecule may twist toward c-SQ (IVa) or directly form
DHBP (IVb). For the former, the steric hindrance between the
quinoline and phenyl rings requires ϕC−C to rotate 90°. A
simultaneous rotation of ϕC=C generates c-SQ. The second
pathway is a direct formation of DHBP through a 90° rotation
of ϕC=C. Hence, the second pathway is a one photon process.
In the case of IVa, c-SQ is a local minimum on the ground

state, and therefore another excitation is required to undergo a
transition to DHBP (V). In the excited state, c-SQ is a local
maximum and DHBP is a local minimum; formation of a bond
connecting the quinoline and phenyl rings creates DHBP (VI).
The two carbon atoms of the newly formed bond change
hybridization from sp2 to sp3 character. The final DHBP
product is stable following subsequent relaxation back to the
ground state (VII). The driving force of the reaction and
fundamental conformations are well replicated using NEXMD.
The energy profile of the reaction suggests that there are two
pathways from t-SQ to DHBP that differ by the number of
photons absorbed (Figure 1).
3.4. Trans-to-Cis Photoisomerization Dynamics. Adia-

batic dynamics on the S1 PES were initialized with t-SQ
geometries. Figure 6A shows energies of the ground (E0) and
first excited state (E1) as a function of ϕC=C taken from every
geometry and at every time step along all trajectories of the
ensemble. The energy gaps E1 − E0 were also plotted as a
function of ϕC=C (Figure 6B). The positive correlation between
the energy gap and ϕC=C shows the progression of the
molecule toward p-SQ as the energy gap decreases. Increasing
solvent polarity both stabilizes the energy levels (Figure 6A)
and decreases the energy gaps in more polar solvents (Figure

6B); E0 decreases by approximately 0.25 eV from ϵ = 1 to
ethanol while E1 decreases by approximately 0.50 eV. A
significant change in the energy gap affects nonadiabatic
transitions, S1→ S0, thus influencing the isomerization rate.
The plots of Figure 7 show the trajectory ensemble reaching

the conical intersection and provide a time scale for the trans-
to-cis conversion. Table 1 shows time scales τ of trans-to-cis
from the following stimuli: solvation, photoexcitation energy,
and constant temperature thermostat. Isomerization rate
increases with solvent polarity; the relaxation rate is
approximately twice as fast in the polar solvent than the
apolar solvent. In ref27., the magnitude of the t-SQ absorption
peak decreases in time, thus showing the decay of t-SQ. t-SQ
decays faster in ethanol than n-hexane, in agreement with
calculations. It is also interesting that the ratio of the relaxation
time scales are in agreement, i.e., τn−hexane/τethanol ≈ 2.1
(theory) and ≈1.6 (experiment) (see further discussion in
Supporting Information, Figure S5). With regard to photo-
excitation energy, we find that it does not affect isomerization

Figure 5. Ramachandran diagram of the low-energy excitation to S1 in apolar solvent. (A) shows relative energy of the ground state S0 and (B)
shows the relative energy of the gap E1 − E0. Arrows are included to show photoexcitation, nonradiative relaxation, and movement along the PESs.
I: S0→ S1 photoexcitation at t-SQ. II: t-SQ → p-SQ in S1. III: S1 → S0 nonadiabatic transition at p-SQ. IVa: p-SQ → c-SQ in S0. IV

b: p-SQ →
DHBP in S0. V: S0 → S1 photoexcitation at c-SQ. VI: c-SQ → DHBP in S1. VII: S1 → S0 nonadiabatic transition at DHBP.

Figure 6. (A) Energies of the ground (E0) and first excited state (E1)
as a function of ϕC=C. (B) Energy gap E1 − E0 as a function of ϕC=C.
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rate in different solvents, assuming nuclei are coupled to a
thermostat. Isomerization rate does however depend on
photoexcitation energy if nuclear dynamics evolve in vacuum
as opposed to a thermostat. However, this dependence is not
so surprising since dynamics in vacuum are energy conserving
and therefore excess photoexcitation energy (i.e., Sm−S1) will
be transferred to nuclear kinetic energy.
For simulations in vacuum with the thermostat absent

(Figure 7B, Newtonian), the isomerization rate took the form
of a double exponential function with fast and slow time scales.
We partition the trajectories into two sets, one for each rate,
according to a threshold, which was chosen based on the
exponential fit. We find that the difference in isomerization rate
is related to energy redistribution of the molecule, where the
total amount of initial energy present is dependent on the
potential energy of the starting configurations. For trajectories
that start with ϕC−C ∼ 90°, potential energy is the highest,
while those with ϕC−C ∼ 0°, potential energy is the lowest. The
π-orbitals on the C−C bond are the same phase in t-SQ;
rotation about this bond destabilizes the structure. Ramachan-
dran diagrams of each set of trajectories shows the distribution
of ϕC−C being narrower for the slow trajectories than the fast
trajectories (Supporting Information, Figures S6 and S7).
Trajectories that begin in an unstable conformation transfer
energy between potential and kinetic. Rapid motion of the

molecule around ϕC−C due to this excess energy eventually
leads to a faster transformation from t-SQ to p-SQ through a
rotation around ϕC=C. The distribution of ϕC−C for a large
number of conformations in the slow trajectories remains
roughly planar, which is the most stable conformation. Energy
fluctuations due to the bath eliminates these two distinct time
scales (Figure 7 and Table 1), thus showing that the bath
lessens the dependence of the isomerization process on initial
conditions.

3.5. Nonradiative Relaxation Following High-Energy
Photoexcitation. Figure 8A shows the evolution of the

adiabatic state populations for S1 and Sm following photo-
excitation to the initial high-energy state Sm, where m
corresponds to the range of states that is an average of 4.5
eV above S0. Following high-energy photoexcitation, the
molecule relaxes nonadiabatically to S1. The initial Sm state
persists for about 100 to 150 fs in ϵ = 1 and ethanol,
respectively, after which S1 is primarily populated for the
remainder of the 1 ps dynamics. The molecule remains t-SQ
throughout the 1 ps nonadiabatic dynamics (inset of Figure
8A), which demonstrates that isomerization is roughly
independent of photoexcitation energy; relaxation back to S1
occurs on an ultrafast time scale (i.e., on the order of 100 fs)
whereas isomerization occurs on a much longer time scale
(Table 1).
Vibrational dynamics due to the high-energy photoexcitation

is apparent from the bond length alternation (BLA) between
the adjacent carbon−carbon atoms connecting the quinoline
and phenyl rings reflecting C−C and CC stretching
motions.48 The evolution of the average value of BLA is
depicted in Figure 8B. Coherent oscillations, with relatively
large amplitude, occur in the first 60 fs (inset of Figure 8B).
These coherent vibronic dynamics are a result of the

Figure 7. Fraction of trajectories evolving on S1 that encountered an
energy gap E1 − E0 < 1.0 eV. (A) Simulations were performed in a
Langevin thermostat. (B) Same as part (A) but performed with ϵ = 1.

Table 1. Time Evolution Associated with the Fraction of
Trajectories Evolving on S1 That Encountered an Energy
Gap E1 − E0 < 1.0 eVa

photoexcitation energy
n-

hexane ethanol
ϵ = 1

(Langevin)
ϵ = 1

(Newtonian)

low energy: S1 18.8 8.97 19.9 2.26, 20.2
high energy: Sm (4.5 eV) 16.4 8.90 20.7 0.991, 6.91

aNuclei evolve according to Langevin (at 300 K) or energy-
conserving Newtonian dynamics. Langevin dynamics data were fit
to A − B exp (− t/τ). Newtonian dynamics were only computed with
ϵ = 1, and the data were fit to a double exponential function of the
form A − B exp(− t/τ1) − C exp(− t/τ2), where τ1 and τ2 are fast and
slow time scales, respectively. Time scales shown are in ps.

Figure 8. (A) Excited state populations as a function of time. The
populations labeled by Sm are the initial excitations−the combination
of all high-lying excited states with nonzero population at time t = 0 fs.
(B) The bond length alternation (BLA) of adjacent carbon−carbon
atoms connecting the quinoline and benzene ring systems. BLA is
defined as [(b1 + b3)/2 − b2], where b1 and b3 are C−C bonds and b2
is the CC bond. The inset shows coherent oscillations of the BLA
within the first 60 fs.
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nonadiabatic transitions between excited states that are
associated with molecular wave functions with varying number
of nodes.61 The amplitude of the oscillations in Figure 8B
subsequently decreases in time as t-SQ occupies lower-lying
excited states. Besides a dampening of the coherent
oscillations, BLA decreases in time because the molecular
wave function is more delocalized in lower-lying states and has
fewer nodes. Small values of BLA are generally associated with
more effective π-conjugation and corresponds to increased
exciton delocalization. BLA further decreases in more polar
solvents due to solvent-stable resonance structures, indicative
of the increased conjugation; t-SQ becomes polarized since
nitrogen is electron withdrawing and as a result, bond orders of
the adjacent carbon−carbon atoms may change from single-
like to double-like in character and vice versa. Finally, further
validation of NEXMD is evidenced by calculating a mass-
weighted velocity autocorrelation function for each non-
adiabatic simulation (Supporting Information, Figure S8);
spectral peaks are broadened for simulations carried out in a
constant temperature thermostat as opposed to vacuum.

4. SUMMARY AND CONCLUSIONS
We used the Nonadiabatic EXcited state Molecular Dynamics
(NEXMD) software to study the photoisomerization of a
conjugated molecule, 4-styrylquinoline (SQ), in different
environments and with different initial conditions. The study
confirms that NEXMD simulations are capable of reproducing
experimental observations for the complex photoisomerization
process involving conical intersections with the ground state.
NEXMD48,62,63 is a computationally efficient theoretical
framework that enables modeling the nonadiabatic dynamics
on realistic length and time scales (hundreds of atoms and tens
of picoseconds). For example, we showed that NEXMD is able
to recover an energy profile (Figure 5) that shows two different
reaction pathways to the final stable product DHBP (Figure 1),
involving a single photon or a sequential absorption of two
photons. Indeed, ref27. has reported the possibility of a one
photon reaction from t-SQ to DHBP. This result, in
conjunction with agreement in absorption properties (Figure
2 and Supporting Information), validates the software’s
predictive capability for our reference molecule, SQ.
We investigated the effect of external stimuli (or tunable

parameters) on the photoisomerization of SQ. Specifically,
solvation, photoexcitation energy, and thermostat were
considered. Using an implicit linear response solvent model
(i.e., the conductor-like polarizable continuum model), we
found that isomerization (specifically, t-SQ → p-SQ) is twice
as fast in ethanol than it is in n-hexane (Figure 7A), which is a
consequence of further stabilization of S1 relative to S0 (ca.
0.25 eV). In the case of varying photoexcitation energy,
dynamics beginning on S1 versus a higher-lying excited state Sm
(due to a 4.5 eV laser excitation) did not significantly affect
isomerization since relaxation to S1 is on the order of 100 fs
whereas isomerization, which occurs on S1, is on the order of
tens of ps (Table 1). The dynamics in vacuum shows that
trajectories approach the conical intersection of p-SQ using
two distinct pathways with fast and slow time scales (Figure
7B). Our analysis of the geometries from these two subsets
shows that rotation of the phenyl ring destabilizes the
molecule, leading to a faster transformation from t-SQ to p-
SQ through rotation of ϕC=C. Our results show that the
thermostat modulates the dynamics in such a way that
minimizes the dependence on initial conditions.

Future work will extend NEXMD’s capabilities for modeling
complex molecular processes. For example, the solvation
model of this work assumes that solute and solvent
polarizations are equilibrated with one another. A natural
extension of this work would be to determine how non-
equilibrium64 or state-specific50,65 solvation affects photo-
isomerization. Furthermore, since polarization is one of the
many interactions that can take place, explicit solvation is likely
important for more chemical insight. There is an ongoing effort
to implement a QM/MM solvent model to NEXMD. Other
work of interest would be modeling the coherent control of
quantum dynamics with laser pulses.

■ ASSOCIATED CONTENT
*S Supporting Information
The Supporting Information is available free of charge on the
ACS Publications website at DOI: 10.1021/acs.jpca.8b09103.

Comparison between DFT and semiempirical levels of
theory, potential energy surface (PES) scan, molecular
orbitals (MOs) of SQ conformations during isomer-
ization, time-domain isomerization data from experi-
ment, NEXMD simulations in vacuum, and vibrational
spectra during nonadiabatic dynamics (PDF)

■ AUTHOR INFORMATION
Corresponding Author
*(S.T.) E-mail: serg@lanl.gov.
ORCID
Andrew E. Sifain: 0000-0002-2964-1923
Brendan J. Gifford: 0000-0002-4116-711X
Tammie R. Nelson: 0000-0002-3173-5291
Sergei Tretiak: 0000-0001-5547-3647
Notes
The authors declare no competing financial interest.

■ ACKNOWLEDGMENTS
The authors acknowledge support of the U.S. Department of
Energy through the Los Alamos National Laboratory (LANL)
LDRD Program. LANL is operated by Los Alamos National
Security, LLC, for the National Nuclear Security Admin-
istration of the U.S. Department of Energy under Contract DE-
AC52- 06NA25396. This work was done in part at the Center
for Nonlinear Studies (CNLS) and the Center for Integrated
Nanotechnologies (CINT) at LANL. We also acknowledge the
LANL Institutional Computing (IC) program for providing
computational resources. A.E.S. acknowledges support of the
US Department of Energy, Grant No. DE-SC0014429. A.E.S.
thanks CNLS for their support and hospitality.

■ REFERENCES
(1) Levine, B. G.; Martínez, T. J. Isomerization through Conical
Intersections. Annu. Rev. Phys. Chem. 2007, 58, 613−634.
(2) Dugave, C.; Demange, L. Cis−Trans Isomerization of Organic
Molecules and Biomolecules: Implications and Applications. Chem.
Rev. 2003, 103, 2475−2532.
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