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ABSTRACT: Nonadiabatic Molecular Dynamics (NAMD) of excited states has been
widely used in the simulation of photoinduced phenomena. However, the inability to treat
bond breaking and forming processes with single-reference electronic structure methods
limits their application in photochemistry for extended molecular systems. In this work,
the extension of excited-state NAMD for open-shell systems is developed and
implemented in the NEXMD software. We present the spin-unrestricted CIS and TD-
SCF formalism for the ground and excited states, analytical derivatives, and nonadiabatic
derivative couplings for the respective potential energy surfaces. This methodology is
employed to study the photochemical reaction of three model molecules. The results
demonstrate the advantage of the open-shell approach in modeling photochemical reactions, especially involving bond breaking
processes. We find that the open-shell method lowers the reaction barrier at the bond-breaking limits resulting in larger calculated
photochemical quantum yields compared to the respective closed-shell results. We also address problems related to spin
contamination in the open-shell method, especially when molecular geometries are far from equilibrium.

1. INTRODUCTION
Simulation of excited-state processes is indispensable to our
understanding of photochemical and photophysical phenom-
ena in molecular materials, such as photoisomerization,
photodissociation, energy transfer, charge separation, and
spatial localization of excitons.1−8 Not only can such
simulations aid in designing functional photoactive materials
for a variety of technological applications, but also they provide
unique theoretical insights into photophysical properties and
mechanisms which are difficult to measure in experiments.9−11

Modeling the photophysical and photochemical processes
requires careful consideration of the time evolution of
electronic populations spanning a manifold of electronic states
with strong electron−nuclear coupling beyond the adiabatic
Born−Oppenheimer regime.12,13 The computational demands
of such nonadiabatic simulations have led to the development
of different methods. Because full quantum-mechanical
treatments are expensive and limited to a few degrees of
freedom,14 the mixed quantum-classical nonadiabatic molec-
ular dynamics (NAMD) has emerged as one of the most
popular methods for the simulation of nonadiabatic phenom-
ena.15

Over the years, our group has developed an excited-state
NAMD framework to model photoinduced phenomena in
molecular materials, such as organic conjugated materials
(OCMs), that has been implemented in the Nonadiabatic
EXcited state Molecular Dynamics (NEXMD) software
package.16−18 Briefly, Tully’s fewest switches surface hopping
(FSSH) method is used to calculate quantum transitions
among excited states.19 In FSSH, nuclei are treated classically,
while electrons are treated quantum mechanically. The

transition among excited states is determined stochastically
based on the derivative nonadiabatic couplings (NACs). FSSH
is a well-tested method for NAMD simulations that has
become popular due to its balance between computational
efficiency and accuracy across a variety of chemical
systems.13−15,18−23 In the NEXMD simulations, excited-state
energies, their gradients, and NACs are computed, and
trajectories are propagated on-the-fly.24−29 At the single
trajectory level, the NAMD simulations provide detailed
insights into mechanistic and conformational information.
On the other hand, properties such as excited-state lifetimes,
nonradiative relaxation rates, and energy or change transfer
rates are determined through averaging over an ensemble of
trajectories. The statistical ensembles of trajectories can also be
used to calculate photochemical quantum yields and branching
ratios.
The calculation of both NACs and excited-state forces for

nuclear propagation requires a proper description of excited
states in the many-electron systems. In extended molecules, a
large number of electrons and a dense manifold of excited
states are involved. Therefore, an appropriate method must
balance accuracy and computational cost. Methods like
Hartree−Fock, while remarkably fast to compute, could not
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give accurate excited-state electronic structure owing to a
mono-orbital description of the excited state.30−32 Time-
dependent density functional theory (TD-DFT) and expensive
multireference or multiconfigurational methods can provide
accurate excited-state electronic structure but are computa-
tionally expensive when applied to large systems.33,34 In
NEXMD, the time-dependent self-consistent field (TD-SCF)
formalism (such as configuration interaction singles, CIS)
combined with a semiempirical model Hamiltonian (such as
Austin Model 1, AM135) is employed to achieve a reasonable
accurate while computationally tractable description of excited
states.36,37 This method retains essential electronic correla-
tions, and although it cannot describe states with significant
double-excitation character, it is numerically efficient to
compute and can treat excited-state dynamics in extended
molecular materials.38

Our previous implementation of NEXMD is limited to the
restricted closed-shell electronic structure representation.
However, neither all molecules nor all states of closed-shell
molecules can be described by pairs of electrons occupying
closed-shell orbitals. This is especially true in photochemistry,
where multiple spin states may be involved (i.e., radicals,
fragments, etc.). In fact, open-shell pathways are known to be
important even in systems with closed-shell reactants and
products.6 To exemplify the problem, consider the dissociation
of H2 which requires two electrons in a single orbital to split
into two singly occupied orbitals at large distances (one on
each hydrogen). In this case, a closed-shell description is
inappropriate and results in H- with two electrons and H+ with
no electrons. TD-DFT implementations of open-shell NAMD
formalisms have been explored in previous studies.6,39−41

However, the open-shell NAMD for extended molecular
materials is still not available. Hence, we need to generalize
the previous closed-shell TD-SCF formalism to accommodate
open-shell situations where molecules have one or more
unpaired electrons. When retaining a single-reference ground-
state framework underpinning TD-SCF methods, there are two
conventional approaches to deal with open-shell problems: the
restricted open-shell and the unrestricted (U) open-shell
procedure. In the restricted open-shell formalism, all electrons
occupy closed-shell orbitals except for those electrons that are
explicitly required to occupy open-shell levels. This procedure
ensures that wave functions are eigenfunctions of the spin
operator. However, the constraint of occupying orbitals in pairs
raises the variational energy. The unrestricted open-shell
procedure, on the other hand, can give a better description
of energies by allowing all electrons to occupy open-shell
orbitals. Since accurate descriptions of excited-state energies
and reaction barriers are essential factors, formulation and
efficient implementation of unrestricted methodology are
essential in NAMD simulations.
In this work, we present an unrestricted TD-SCF framework

for NAMD and its implementation in the NEXMD software.
The developed methodology is then used to simulate the
photochemistry of three molecular systems. Previous closed-
shell excited-state NAMD simulations of these systems mainly
focused on the first bond dissociation step.1−3 An open-shell
implementation can correctly account for unpaired electrons to
describe fragment intermediates, which affects subsequent
photochemical pathways and quantum yields. With the open-
shell implementation, we can simulate the photochemical
decomposition of photoactive materials through an excited-

state process as excess electronic energy is transferred to
vibrational modes.1−3

The manuscript is organized as follows. We first present the
theory for the open-shell excited-state NAMD simulations in
Section 2, including spin unrestricted CIS and TD-SCF
frameworks for excited states in Section 2.1, spin contami-
nation in Section 2.2, analytical gradients and nonadiabatic
couplings in Section 2.3, and NAMD and FSSH algorithm in
Section 2.4. Then we exemplify the methodology as
implemented within the NEXMD package to perform
simulations of photoinitiated bond breaking in prototype
energetic materials. We compare our results to previous closed-
shell reports of photochemistry for these systems in Section 3.
Finally, this study is summarized in Section 4.

2. THEORETICAL METHODOLOGY
In this section, we describe details for the practical
implementation of the spin-unrestricted open-shell method
for nonadiabatic excited-state molecular dynamics.

2.1. Spin Unrestricted CIS and TD-SCF Frameworks
for Excited States. Compared to the ground-state calcu-
lations, the calculations of electronic excited-state properties,
including energies, gradients, and transition dipoles, are more
complex due to the presence of many-body interactions.
Various methods have been developed to treat these
interactions at different levels of accuracy and efficiency. The
TD-SCF framework is one of the more computationally
efficient and popular methods.26,39,42 TD-SCF is a general
method for excited-state properties and can be implemented in
the form of TD-DFT26,39 or time-dependent Hartree−Fock
(TDHF) or CIS methods.42 In our work, we use the
semiempirical formulation of the TD-SCF framework42 as
realized in the NEXMD software package.18 TD-SCF solves
the equation of motion (EOM) for the single electron density
matrix of the molecule excited by an external field

t c c t( ) ( )ρ = ⟨Ψ | |Ψ ⟩μν μ ν
†

(1)

where Ψ(t) is the many-electron wave function, represented by
a time-dependent single Slater determinant. cμ

† (cν) are creation
(annihilation) operators in AO basis. In this manuscript, the
following conventions are used: i, j, and k represent the
occupied MOs, a and b represent unoccupied MOs, p and q
label general orbitals, and μ, ν, κ, and λ represent the AO basis
functions.
After excitation by an external field, the time-dependent

density matrix can be represented in terms of a ground-state
density matrix with perturbation, i.e., ρ(t) = ρ0 + δρ(t), and the
von-Neumann EOM for ρ is written as42

i
t

F R t( ), ( ),
ρ ρ ρ ρℏ ∂

∂
= [ ] + [ ]

(2)

where F(ρ) is the Fock matrix, R(t) is the external perturbation
(usually induced by external field), and ℏ is the reduced Planck
constant. Within the linear response formalism, the EOM of eq
2 can be rewritten for the perturbation

i
t

R t( ) ( ), 0
δρ δρ ρℏ ∂
∂

= + [ ]
(3)

where the Liouville operator is defined as43

x F x V x( ) ( ), ( ),0 0ρ ρ≡ [ ] + [ ] (4)

The Fock matrix F(x) is given by
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F x t V x( ) ( )= + (5)

where t is the one-electron integral accounting for the kinetic
energy and nuclear attraction of an electron, and V(x) is the
Coulomb-exchange interaction. δρ(t) is readily solved by time-
domain propagation of eq 3. Alternatively, eq 3 can be solved
in the frequency-domain by solving the eigensolutions of .
For the spin-unrestricted method implemented in this work,
the density matrix, Fock, and Coulomb-exchange matrices are
divided into two components, one component is for α spin and
the other is for β spin. For instance, the Fock matrix is

F
F

F

0

0
=

α

β

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑ (6)

where the off-diagonal block is set to zero because spin−orbit
coupling is not considered in this work. The Coulomb-
exchange matrix for spin σ is represented in the AO basis by

V x x x( ) ( )
1
2

( )∑ μν κλ μκ νλ= | − |μν
σ

κλ
κλ κλ

σ
Ä

Ç
ÅÅÅÅÅÅÅÅ

É

Ö
ÑÑÑÑÑÑÑÑ (7)

where x = xα + xβ. μ, ν, κ, λ, and σ refer to spatial orbitals and
spin space, respectively. (μν|κλ) are conventional two-electron
integrals representing Coulombic interactions. Similar ex-
pressions for one- and two-electron components can be
written for TD-DFT methodology.26,44

We can introduce a family of single-electron density
matrices45

c c( )mn m nρ ψ ψ= ⟨ | | ⟩μν μ ν
†

(8)

where indices m and n label the adiabatic electronic eigenstates
of the system, and ψm/n are the corresponding adiabatic wave
functions. Thus, ρ0m = ζm is the transition density matrix,
which represents the changes in the density matrix induced by
an optical transition from the ground state |0⟩ to the excited
state |ψm⟩. These transition matrices are the eigenfunctions of
the two-particle Liouville operator from the linearized
TDHF EOM43

m m mζ ζ= Ω (9)

The eigenvalue Ωm represents the electronic transition energy
of the |0⟩ → |ψm⟩ excitation. The eigenvectors are subject to
the normalization conditions.43

In general, the MO representation provides a more clear
physical picture of the excitation and enables the decom-
position of all possible transitions among occupied and
unoccupied virtual orbitals. Thus, eq 9 in MO representation
can be rewritten as39,42,46

A B
B A

X
Y

X
Y− −

= Ω
Ä

Ç
ÅÅÅÅÅÅÅÅ

É

Ö
ÑÑÑÑÑÑÑÑ
i
k
jjj

y
{
zzz

i
k
jjj

y
{
zzz

(10)

which is known as the first-order RPA equation.46 A and B are
submatrices defined in the Liouville space [(NvNo) × (NoNv)]
where No and Nv are the number of occupied and unoccupied
(virtual) molecular orbitals, respectively. A and B matrix
elements in the MO basis are

A ia jb ab ij

B ia jb ja ib

( ) ( ) ( )

( ) ( )

ia jb a i ij ab

ia jb

,

,

δ δ δ σ σ δ

σ σ δ

= ϵ − ϵ + | ′ − |

= | ′ − |

σ σ σσ σσ

σ σ σσ

′ ′ ′

′ ′

(11)

where i, j(a, b) run over occupied (unoccupied) molecular
orbitals, and ϵa and ϵi denote energies of molecular orbitals.
In eq 11, matrices A and B are Hermitian. Matrix A is

identical to the CIS matrix.47 Thus, diagonalization of A gives
the CIS excitation energies by neglecting the B matrix and Y
vector, whereas the Hermitian matrix B represents higher order
electronic correlations.43 An approximate solution to the full
matrix equation can be found by neglecting B and Y which is
known as the CIS formalism or Tamm-Dancoff approximation
for DFT.48,49 For a majority of molecules, the X component
dominates because elements of B are small compared to those
of matrix A. The first term of A, as shown in eq 11, is the
zeroth-order approximation to the excitation energies which is
simply the energy difference between the single-particle
energies (eigenvalues of the Fock matrix). The rest of the
terms in A and B matrices are the additional Coulomb and
exchange-correlation screening of the excitation process.
The X and Y components of the eigenvector (transition

density matrix) in the MO representation, i.e., ( )X
Yξ = , are

the particle-hole (ph) and hole-particle (hp) components,
respectively. For the unrestricted formalism, the transition
density matrix contains α and β spin parts, i.e.,

X
Y

, whereξ
ξ

ξ
ξ= =

α

β
σ

σ

σ

i

k

jjjjjj
y

{

zzzzzz
i
k
jjjj

y
{
zzzz

(12)

in the MO space. In closed-shell calculations, ξα = ξβ for
singlets and ξα = −ξβ for triplets, respectively. Thus, the spin
degree of freedom can be dropped in the closed-shell methods.
However, in spin-unrestricted methods, there is no such
relation between the ξα and ξβ. Thus, the spin degree of
freedom should be included explicitly as described in eq 11. In
this work, spin-unrestricted TD-SCF including UCIS are
implemented.

2.2. Spin Contamination. One of the fundamental
problems for unrestricted quantum-chemical simulations is
so-called spin contamination being an artificial mixing of
different electronic spin states. Here we outline numerical
approaches tracking this issue in excited-state NAMD for the
TD-SCF (or UCIS) method. Ground-state UHF wave
functions can suffer from spin contamination. Since the
UCIS wave function consists of substitutions from the
ground-state UHF reference, it is reasonable to expect that
molecules with a spin-contaminated ground state will have the
same, or even larger, spin contamination in the UCIS excited
states. Thus, the expectation value of the total spin-squared
operator, ⟨Ŝ2⟩, should be calculated to monitor the spin
contamination. Evaluation of ⟨Ŝ2⟩ of the mth excited state is
straightforward47

S S Q P Q P c c2m U
ab

ab ab
ij

ij ij
ijab

ij ab ia jb
2 2

, ,

∑ ∑ ∑⟨ ̂ ⟩ = − − − Δ Δ
σ

σ σ

σ

σ σ α β

(13)

where Δpq is the α−β MO overlap, the definitions of Q and P
can be found in ref 47, and SU

2 is the ⟨Ŝ2⟩ of the UHF reference

S N N N( 1)
ij

ijU
2 2∑= Δ Δ + + − |Δ |β

(14)

where N
N N

2
Δ = −α β with Nσ being the number of spin σ

electrons.47
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Eq 13 indicates that the origin of a spin contaminated
excited state is 2-fold. Spin contamination in the excited state
can arise through differences in the spatial parts of the α and β
orbitals, as in the ground state, as well as the differences in the
α and β excitation coefficients. Consequently, for a relatively
spin pure ground state, it is still possible to get impure excited
states using the spin-unrestricted method. For pure excited
states, we can roughly get ξα ≃ ± ξβ, and thus the transition
dipole vanishes for the triplet-like states. It is important to note
that in the NAMD simulations, the signs of transition density
matrices of each spin component ξα/β are checked at every
time step to avoid a sudden change in the phase of the
transition density matrix of each spin.
2.3. Analytical Gradients and Nonadiabatic Cou-

plings. For propagating molecular dynamics along the
potential energy surface (PES), the gradients (forces) on the
PES, i.e., ∇REm(R), should be calculated efficiently to achieve a
longer time scale of simulations. Thus, an analytical gradient
technique, which is much faster than the respective numerical
differentiation, should be developed. The analytical gradient
for the ground-state energy calculated from the SCF procedure
is trivial according to the variational principle50

E t FR( )
1
2

Tr ( )R R R0 0∑ ρ∇ = [ ∇ + ∇ ]
σ

σ σ

(15)

Here the trace goes over the spatial variable. The derivatives in
the above equation only apply to the one-electron and two-
electron operators according to the Hellmann−Feynman
principle.51

The calculation of gradients of the excited-state energies (Em
= E0 + Ωm) is more complicated. Following the detailed
derivation in refs 25, 26, and 44, the gradient of the transition
energy is written in terms of the excited-state density matrix

F P VTr ( ) Tr ( ( ))m m m mR R R∑ ξ ξ∇ Ω = [ ∇ ] + [ ∇ ]
σ

σ σ σ σ

(16)

where Pm
σ = ρmm

σ − ρ00
σ is related to the difference between

excited- and ground-state density matrices, and it is composed
of two terms

P T Z2m m m= +σ σ σ
(17)

where T ( ) , ,m m m
1
2 00ξ ρ ξ= [[ ] ]σ σ σ σ† is the unrelaxed part of the

excited-state density matrix. Zm
σ represents the orbital

relaxation effects and can be solved through a linear equation

Z V V T( , ( ) , ( ) ( )),m m m m00 00ρ ξ ξ ρ= −[ [[ ] ] + ]σ σ σ σ σ σ†
(18)

The iterative biconjugate gradient stable (BICGStab)52

method is employed to solve the above equation. To
demonstrate the validity of eq 16, we calculated the relative
error of the analytical gradients compared to the numerical
gradients for 500 different configurations of nitromethane on
two different states. The comparison, shown in Figure S1,
demonstrates that relative error is generally less than 0.01%.
For molecular dynamics with quantum transitions, the NAC

vector (NACR) is also needed from the electronic structure
calculations. The NACR between two states is defined as

m nd R R( ) ( ) ,mn m nRψ ψ= ⟨ |∇ ⟩ ≠ (19)

The NACR can also be calculated analytically by making use
of the Hellmann−Feynman theorem53,54

F
m nd

Tr
,mn

mn

m n

R ρ
=

∑ [∇ ]
Ω − Ω

≠σ
σ σ

(20)

where ρmn
σ = [[ξm

σ ,ρ00],ξn
σ]. Similarly, the time-dependent NAC

scalar (NACT) is given by

F
m nR d

Tr
,mn

t mn

m n

ρ̇ · =
∑ [∇ ]

Ω − Ω
≠σ

σ σ

(21)

As argued in Section 2.2, we can get ξα ≃ ±ξβ for pure excited
states. Hence, if m and n are corresponding to singlet-like and
triplet-like states, respectively, the density matrices between
the two adiabatic states satisfy ρmn

α = −ρmnβ . Consequently, the
NACs (NACR and NACT) vanish automatically between the
singlet- and triplet-like states, i.e., there are no transitions
between different spin states.

2.4. NAMD and FSSH Algorithms. Excited-state energies,
gradients, and NACs are the essential ingredients for NAMD
simulations. Thus, the open-shell formalism presented in
Sections 2.1−2.3 is applicable to any NAMD algorithm, such
as Ehrenfest, FSSH, and multiconfigurational Ehrenfest with
multiple cloning approaches.55−57 In this work, the open-shell
formalism is implemented using the FSSH algorithm as a
representative application. Within FSSH, the time-dependent
Schrödinger equation (TDSE) for both electrons can be solved
via the EOM of cm(t) (the expansion coefficient of the total
time-dependent electronic wave function for adiabatic state m)
as

i c t c t E t i c t R d( ) ( ) ( ) ( )m m m
n

n mn∑ℏ ̇ = − ℏ ̇ ·
(22)

where Em(R) is the energy of adiabatic state m. The Ṙ·dmn
represents the NACT between two states. Tully’s FSSH
formalism is employed to model the electronic transitions
between PESs.19 The hops between adiabatic states are
accepted or rejected stochastically by comparing the generated
random number and calculated switching probability gmn

18

g
b k t( )

mn
k
N

nm

mn

q δ
α

=
∑

(23)

where Nq = Δt/δt with Δt (δt) being the classical (quantum)
time step, bnm = −2Re(amn* Ṙ·dmn), and amn = cmcn* is the time-
dependent element of the density matrix. Following the hop,
energy is conserved through rescaling nuclear velocities along
the direction of NACR. Electronic decoherence58 and
transitions at unavoided (trivial) crossings59 were also treated
within the NEXMD framework.
On the excited-state PES, nuclei evolve according to

constant temperature Langevin dynamics or energy-conserving
Newtonian dynamics

M t E M t tR R R( ) ( ) ( ) ( )a a a m a aγ η̈ = −∇ − ̇ + (24)

Here Ma, R̈a(t), and Ṙa(t) are the mass, acceleration, and
velocity of the ath nucleus. η(t) is the random force determined
by the damping coefficient γ and bath temperature T (or
thermostat). The Langevin equation reduces to energy-
conserving Newtonian motion when η(t) and γ are set to zero.
Since we use FSSH to model electronic transitions, the

result is a statistical average over an ensemble of trajectories.
For each trajectory, initialization of adiabatic state coefficients
is determined through a Gaussian shaped Franck−Condon
window
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f
1

2
exp

( )
2m

m
2

2π
ω

=
Γ

−
− Ω

Γ

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑ (25)

where ω denotes the excitation energy, Ωm is the energy of
state m, and Γ is related to the full width at half-maximum as
FWHM 2 2 ln 2= Γ . Oscillator strengths for each state are
weighted by fm. The initial state is chosen by comparing the
normalized weighted values with a random number.

3. RESULTS AND DISCUSSION
3.1. Simulation Details. To test our open-shell NEXMD

formalism, we have run NEXMD simulations of three model
systems, nitromethane (NM), tetrazole [1,5-b] [1,2,4,5]
tetrazine-6-amine with one oxygen substitution (ATTO), and
tetrazine dichloride substituted derivative of pentaerythritol
tetranitrate (PetrinTzCl). All ground-state geometries were
initially optimized with the semiempirical AM135 technique in
NEXMD.18 For each system, constant-temperature ground-
state adiabatic molecular dynamics using a 0.5 fs time step was
performed for 300 ps through Langevin dynamics to
equilibrate to 300 K. 500 snapshots were evenly taken from
the equilibrated ground-state trajectories. For each snapshot,
the unrestricted TD-SCF method was used to calculate
oscillator strengths and vertical excitation energies of relevant
excited states, which were then used to compute the linear
absorption spectra. The initial excitations were determined
through a Gaussian-based Franck−Condon window with an
empirical standard deviation of 0.5 eV. The NAMD
simulations were started from each snapshot and propagated
independently using energy-conserving Newtonian dynamics.
We do not use constant-temperature Langevin dynamics for

NAMD because of ultrafast time scales involved in the
decomposition pathways. Decomposition involves bond break-
ing, which requires a certain amount of excited vibrational
energies. Typically, Langevin dynamics damps the energy and
leads to reduced yields being another extreme. To confirm this
point, we also demonstrate the effect of Langevin dynamics on
photochemical reactions in the example of the NM molecule.
Finally, we averaged over all trajectories to obtain excited-state
lifetimes, and photochemical quantum yield was determined as
the fraction of trajectories that undergo bond breaking
reaction.
The NEXMD simulations of isolated molecules were then

started from the different photoexcited configurations. We
used the same parameters to run NEXMD with closed- and

open-shell methods for NM, ATTO, and PetrinTzCl. For NM,
the initial excitation is chosen to be the π* ← n transition.
Newtonian dynamics is employed to propagate each
independent trajectory with a classical time step of Δt = 0.1
fs and a quantum time step of δt = 0.025 fs. The quantum time
step is reduced by a factor of 10 to locate the trivial unavoided
crossings, and the instantaneous decoherence correction was
employed to introduce electronic decoherence. 500 different
initial geometries and momenta taken from the ground-state
dynamics were chosen to propagate NAMD. In both open- and
closed-shell simulations, the nonadiabatic transitions to S0 are
not explicitly simulated due to the inability to describe
crossings between a multireference UCIS/CIS excited state
and a single reference UHF/HF ground state.60 Alternatively,
we introduce a simple model to treat the transition to the
ground state: when the system is in the lowest energy excited
state and the ground-state spin contamination is larger than a
certain limit (0.5 in this work), transition to the ground state is
enforced. (It will be clear later from the PES of nitromethane
that the spin contamination emerges after the Coulson-Fischer
(CF) point, in which regime the energy gap between the
excited states and ground states becomes smaller.) In addition,
we can also trigger hopping to the ground state if the system is
in the lowest energy excited state and the energy gap between
the excited state and ground state is smaller than a certain
value. Similar models were previously utilized for describing
nonadiabatic dynamics when transitioning to the ground state
in the framework of the single-reference TD-DFT method.6

When the criterion of hopping to the ground state is satisfied,
the MD is changed to adiabatic propagation on the ground-
state PES, and all the velocities are rescaled to ensure energy
conservation. This simple model is termed as “Open-GS” and
is used to compare to the results without hopping to the
ground state.

3.2. Nitromethane. Being the simplest nitroalkane, NM’s
photodecomposition has been the subject of numerous
experimental and theoretical investigations.1,61−64 Because of
the large amount of data related to NM’s photodecomposition
process, NM becomes a good benchmark system to test the
validity of new methods. Here we compare NM photochemical
properties using closed- and open-shell NAMD implementa-
tions. Figure 1(a) shows the results of the computed linear
absorption spectrum for gas-phase NM. To calculate the
absorption spectra, single-point calculations at sampled
ground-state geometries were performed to determine
excited-state energies and oscillator strengths. Oscillator

Figure 1. (a) The absorption spectrum of NM using closed- (black dots) and open-shell (red line) implementations. The triplet-like states
calculated from the open-shell method are dark states which do not contribute to the absorption spectrum. (b) Time evolution of adiabatic state
(nπ*) population average. The initial nπ* state shows an exponential decay. Fitting the population dynamics to an exponential decay shows that the
lifetimes of the nπ* state are 26.0 and 26.8 fs for closed- and open-shell methods, respectively. The relaxation is slowed down (29.9 fs) if the NM
molecule is coupled to a bath of 300 K.
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strengths were broadened with a Gaussian-shaped Franck−
Condon window centered at the excitation energies with an
empirical standard deviation of 0.10 eV. The total absorption
spectrum was then calculated as an average over all the spectra
of sampled ground-state conformations. Both the open-shell
and closed-shell methods give the same absorption spectrum.
NM is known to have two absorption peaks in the UV region,
which are assigned to the ππ* transition with experimental
maximum around 200 nm (6.2 eV) and the nπ* transition with
experimental maximum around 270 nm (4.6 eV).65 Compared
to the experiment, the calculated absorption spectrum shows a
blue-shifted nπ* transition. To produce the spectrum shown in
Figure 1, the open-shell method requires the calculation of 20
excited states (roughly 10−12 of them are triplet-like states),
whereas the closed-shell method only requires 10 singlet states.
Because ξα ≃−ξβ for these triplet-like states, the transition
dipole is several orders of magnitude smaller than that of the
singlet-like states. Consequently, the triplet-like states calcu-
lated from the open-shell method are dark states and have no
contribution to the absorption spectrum.
The time evolutions of Snπ* populations with closed- and

open-shell implementations are shown in Figure 1(b). The Snπ*
population is fit through a single exponential decay function
with the form f(x) = exp(−x/τ) where τ represents the
lifetime. The lifetimes obtained from the closed- and open-
shell methods are 27.5 and 27.4 fs, respectively. The two
lifetimes are almost the same. It is trivial that the two methods
give similar lifetimes. Initial electronic structures calculated
from the two methods are identical except that many
additional triplet-like states are obtained from the open-shell
method, and the nonadiabatic transition only occurs between
the singlet-like states for the open-shell method. This is an
example of a photophysical process where the bond breaking
and higher spin states are not involved. Experiments report the
nπ* state lifetime to be 36 fs.66 Both closed- and open-shell
methods predicted smaller lifetimes than expected. This may
result from isolating molecules from the environment, i.e.,
bath, when running NEXMD simulations. When the molecule
is isolated, electronic energy can only dissipate to vibrations
and not into the environment. Hence, the nuclear velocities are
larger than that with dissipation into environment, which
results in faster relaxation dynamics. If the energy exchange
between NM and the environment (by introducing thermo-
stat) is introduced, the excited-state lifetime becomes longer.

To illustrate the effect of the bath on chemical reactions, we
performed additional constant temperature NAMD simula-
tions using Langevin dynamics for NM with T and γ being 300
K and 10 ps−1, respectively. As shown by the blue line of
Figure 1(b), when the molecule is coupled to a bath, the
relaxation Snπ* is slightly slower (30 fs). In general, the
relaxation is reduced with increasing friction coefficient γ.17

According to a previous theoretical study, it was shown that
there are three possible reaction pathways for nitromethane
following photoexcitation to the nπ* state:1 1) C−N bond
breaking; 2) C−N−O to C−O−N (nitro-nitrite) isomer-
ization; and 3) proton transfer (aci-nitromethane formation).
The dominant dissociation pathway is C−N bond breaking
resulting in dissociation of NO2.

1 The open-shell simulations
also recover the three expected reaction pathways, and C−N
bond breaking is still the dominant pathway. However, the
nitro-nitrite isomerization becomes a rare event in open-shell
simulations. This phenomena can be easily understood from
the potential energy surfaces (PESs) of NM. Figure 2(a) shows
PESs along the C−N reaction coordinate. We observe that the
open-shell ground-state energy decreases with increasing C−N
bond distance after the C−N bond distance is larger than 2.2
Å. Hence, the open-shell simulations result in larger C−N
separation. Since the nitro-nitrite isomerization is following the
C−N bond breaking, this process is less likely when C−N
separation is larger. Therefore, we focus on C−N breaking in
the comparison of closed- and open-shell simulations. From
Figure 2(a), the reaction barrier of open-shell PESs is
significantly reduced compared to the closed-shell PESs
because the unrestricted method gives smaller ground and
excited energies at the bond-breaking limit. For the closed-shell
method, the electrons are always shared no matter how far
atoms are separated because spin components in each electron
pair share the same spatial orbitals. In contrast, the unrestricted
open-shell method does not restrict different spins in an
electron pair to the same spatial orbital and thus can treat
electrons properly at dissociation. In particular, for open-shell
PESs (Figure 2(a)) we see a kink indicating a crossing between
ground state and one of the mixed spin states at the C−N
distance of about 2 Å, which provides a dissociative path back
to the ground state, which is missing for closed-shell
simulations. It should be noted that the kink marked by the
black dashed line in Figure 2(a) represents the CF point.67−69

Before the CF point, there is no spin contamination. The

Figure 2. a) PESs of NM along the reaction path of C−N breaking. Dotted and solid lines are calculated from the open- and closed-shell methods,
respectively. The S1 and T1−T3 states are singlet-like and triplet-like states when the molecule is close to its equilibrium configuration, respectively.
The color of the dotted lines shows the ⟨S2⟩ of the states. The change in color demonstrates the evolution of spin contamination of each state along
the reaction coordinate. The plots indicate the reaction barriers calculated by open-shell are significantly reduced. The black dashed line marks the
kink at the CF point. b) PESs calculated at the level of XMS-CASPT2.
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calculated states have pure singlet or triplet character. Beyond
the CF point, spin contamination becomes significant, and a
sharp kink in the PES may emerge. These unphysical sharp
kinks may be attributed to the lack of double excitation,
according to a recent study.69 For comparison, we also
performed high-level ab initio XMS-CASPT2 calculations by
employing the BAGEL package70−72 as shown in Figure 2(b).
The computational details can be found in the SI. The
comparison indicates that the semiempirical PESs obtained
from the unrestricted open-shell method agree qualitatively
with the ab initio XMS-CAPST2 data except the unrestricted
open-shell T1 state has a dip at the CF point (Figure 2(a)).
Figure 3 plots the histogram of the maximum C−N distance

from each NEXMD trajectory calculated from the closed-shell

(a), open-shell (b), open-shell with thermostat (c), and Open-
GS (d). The results show that the majority of C−N distances
reside within 1.5−2.2 Å for both open- and closed-shell
methods. Compared to the closed-shell results, the open-shell
calculations reach longer C−N distances. The probability of
longer C−N distances is further increased if the transition to
the ground state is allowed. In contrast, if the thermostat is
introduced, the energy dissipation into the bath significantly
reduces the probability of longer C−N distances, an indication
that the molecule loses energy through dissipation before it can
overcome the reaction barrier and trigger the chemical
reaction. If smaller friction is used in the Langevin dynamics,
the energy dissipation is reduced, and the probability of longer
C−N distances can be increased. Because the open-shell
ground-state PES shows a turning point at 2.2 Å, as shown in
Figure 2(a), we define C−N bond breaking if the maximum
C−N distance is larger than 2.2 Å. This threshold was also
employed in previous work.1 The analysis of 500 trajectories
found that C−N breaking occurs in 169 and 216 trajectories
giving the predicted quantum yields (QYs) of 33.8% and
43.6% for closed- and open-shell methods, respectively. In
NEXMD, the photochemical QY is defined as the fraction of
trajectories that exhibit a particular bond breaking event. The
open-shell method gives larger QY compared to the closed-
shell method consistent with the reduced open-shell reaction
barrier as shown in Figure 2(a) discussed above. If Langevin
dynamics is used, the QY is reduced to 9.0% (45 trajectories)

as a result of energy dissipation into the bath. In contrast, QY
is increased to 71.8% (359 trajectories) for the Open-GS
method. Because the crossing points between T1−3 and ground
state are located near the peak in the ground-state reaction
barrier as shown in Figure 2(a), the additional kinetic energy
gained from hopping to the ground state generally suffices to
overcome the reaction barrier and leads to C−N bond
breaking. Consequently, the QY is significantly enhanced.
Since the unrestricted TD-SCF/CIS methods are used, there

is unavoidable spin contamination beyond the CF point.
Consequently, there may be transitions between the impure
states beyond the CF point due to the spin contamination. Our
numerical simulations reveal that the dynamics can evolve on
the T1−3 states after entering the regime beyond the CF point,
which also confirms there are transitions between the impure
states. However, the lower barrier on the PESs is not the result
of spin contamination. Recent work by Head-Gordon’s group
demonstrated that the unrestricted open-shell ground-state
PES of H2 is close to the exact solution even though there is
spin contamination beyond the CF point.69 Because the barrier
of the ground-state PES is significantly lowered by the open-
shell method, the reaction barriers of the excited state are also
reduced accordingly. Subsequently, open-shell calculations are
more appropriate for describing bond breaking compared to
their closed-shell counterparts. In addition, the barriers (as well
as PES landscapes) calculated by the unrestricted open-shell
method agree qualitatively with the high-level XMS-CASPT2
results as shown in Figure 2. The benchmark calculation
against XMS-CASPT2 shown in Figure 2 found that the
excited-state PESs turn over near the CF point. These lowest
excited-state PESs show dissociative feature beyond the CF
point. Therefore, the probability of overcoming the barrier and
reaching the dissociation regime is not affected by the spin
contamination. Even though these initially pure states become
mixed beyond the CF point, the dynamics already reaches the
dissociation regime, and the dissociation is readily triggered
regardless of whether there are unphysical transitions between
these mixed states or not. Hence, the unphysical transitions
beyond the CF point have a limited effect on the QY of
chemical reactions. Especially, the Open-GS method will
switch the dynamics to the ground-state PES once the system
is on the lowest excited state and goes beyond the CF point
such that the effect of the unphysical transitions can be further
suppressed, but this issue may vary for different systems.
During the dynamics, the ⟨Ŝ2⟩ is calculated at each step to
monitor the spin contamination. Special attention should be
paid to check whether the spin contamination introduces
unphysical results for each particular case.

3.3. ATTO. We next examine the NAMD of ATTO, an
optically active OCM predicted to have large one- and two-
photon absorption cross sections73 making it a desirable
candidate for optically initiated photodecomposition mecha-
nism. The optical properties and photochemistry of ATTO
have been the subject of previous theoretical investigations
which used closed-shell NAMD simulations.2,73 As expected,
the calculated absorption spectra calculated using closed- and
open-shell methods are the same, as shown in Figure 4(b).
However, the open-shell required the calculation of 35 excited
states in the 5.0 eV energy range, whereas the closed-shell
required only 13 states. The calculated absorption spectra
exhibit a red-shift compared to the experimentally measured
spectrum.2 Consistent with previous studies, we choose the
excitation wavelength to be 3.5 eV (355 nm)2 for both closed-

Figure 3. Histogram of the maximum C−N bond length from each
NEXMD trajectory calculated from (a) closed-shell, (b) open-shell,
(c) open-shell with thermostat, and (d) Open-GS methods,
respectively.
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and open-shell corresponding to the wavelength of the
Nd:YAG laser typically employed in spectroscopic experi-
ments. This 355 nm, though not consistent with absorption
maxima, is aligned with the onset of the absorption peak.
A three-state sequential irreversible kinetic model I(t) −

M(t) − F(t) is used to depict excited-state dynamics in ATTO,
in which I(t) is the averaged population of all initially excited
states, M(t) represents the averaged sum of the intermediate-
state populations, and F(t) is the averaged population of the
final state. For the closed-shell, the final state is the first
excited-state S1. While, for the open-shell method, the
dynamics may relax to the lowest few states since these states
are close and some of them are triplet-like states or mixed
excitation states. Similar to nitromethane (Figure 2), ATTO
also has few open-shell excited states lower than the closed-
shell S1 state. Therefore, the S1−S3 states are defined as the
final states for the open-shell method. In addition, a range of
states from S3 to S8 (S12 to S17 for open-shell) in ATTO
corresponds to the initial state because of the conformational
disorder in the thermal ensemble. Rate constants k1 and k2 are
obtained through fitting the following equations
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The resulting initial state lifetime (τ1 = k1
−1) and relaxation

time (τM = k2
−1 + k3

−1) are shown in Table 1, together with the
total photochemical QYs. Here we do not focus on any
particular bond breaking pathway and instead report the total
photochemical QY. k1 represents the lifetime of the initial
excited state, and k1 + k2 represents the total relaxation time
scale.
The evolution of the relevant state populations and PES are

shown in Figure 4(c,d). Our closed-shell result gives an initial

excited state lifetime of 8.1 fs and a total relaxation time scale
of 71.1 fs, which is close to the previously published results.2

The open-shell results give a similar lifetime for the initial
excited state of 8.7 fs (8.5 fs for the Open-GS method). This is
reasonable because the initial electronic structures around the
equilibrium positions are identical and consist only of pure
states, which is also consistent with the population dynamics of
NM shown in Section 3.2. However, the open-shell method
cannot give pure singlets or triplets when the molecule is far
from equilibrium positions where the initial (singlet-) triplet-
like states become mixed excitations. Consequently, the open-
shell dynamics may end up with an additional transition
pathway from the initial states to the final mixed states.
Moreover, there are more states involved in the open-shell
dynamics, and the final states of open-shell are different from
those of closed-shell. As a result, the total relaxation time
obtained from the open-shell method (92.1 fs) is significantly
longer than that of closed-shell. We did not calculate the
relaxation time for the Open-GS method since the final state,
in this case, is ground state making the comparison
meaningless.
The photodissociation of ATTO can occur through several

different pathways.2 After considering all possible bond-
breaking pathways, the closed-shell method results in a QY
of 90.2%, which is slightly lower than the open-shell result of
93.0%, as expected. Because open-shell predicts a lower PES at
the bond breaking length, the energy barrier for bond breaking
should be smaller, resulting in larger QY as described in
Section 3.2. However, for the Open-GS method, the QY is
reduced to 80.0%. The situation is different from the case of
NM where the QY is increased for the Open-GS method. After
carefully checking the dynamics of several trajectories, we
found that some trajectories propagate back to the equilibrium
configurations after hopping to the ground state, and as a
result, the QY is reduced.

3.4. PetrinTzCl. Tetrazines, as ideal chromophores, are
possible candidates for many applications such as protein
folding, antibacterial, sensors, and high energy density
materials. Meanwhile, the structure of PetrinTzCl is rather
complicated, which makes it a good test system for us to study
the effect of open-shell implementation on NAMD in large
systems. The absorption spectra obtained from closed- and
open-shell methods are the same, as shown in Figure S2, which
is consistent with NM and ATTO systems. The open-shell
required the calculation of 62 excited states, whereas the
closed-shell required only 25 states. After photoexcitation of
the tetrazine moiety, the electronic energy can remain in the
tetrazine or undergo energy transfer to the Petrin portion.
Previous results show that only 1 out of 300 trajectories
undergoes a tetrazine ring opening phenomenon.3 Because the
electronic energy rarely results in photochemistry of the
tetrazine ring, we only examine the electronic energy
dissipation in the Petrin ring. After electronic energy transfer

Figure 4. a) Geometry of the ATTO molecule. b) Absorption
spectrum of ATTO using closed-shell (black dots) and open-shell
(red line) implementations. Time evolution of adiabatic-state
populations during (c) open- and (d) closed-shell NEXMD
simulations of ATTO used for the three-state kinetic model, where
I(t), M(t), and F(t) represent the initial, intermediate, and the final
states, respectively. The corresponding time scales are shown in Table
1.

Table 1. Results of the Excited-State Lifetimes and
Relaxation Time Scales from the Three-State Sequential
Kinetic Model

method
excited-state lifetime τI

(fs) relaxation time τM (fs)
QY
(%)

closed-shell 8.1 71.1 90.2
open-shell 8.7 92.1 93.0
Open-GS 8.5 80.0
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to Petrin, Petrin would have stronger vibrational excitations
which lead to N−O bond breaking. We used a histogram of the
maximum N−O bond length to detect the N−O bond
breaking events. As shown in Figure 5, the majority of N−O

bond lengths resides within 1.4 to 1.6 Å. Figure 5 indicates that
the open-shell method ends up with a larger probability for
longer N−O bond distances. The comparison between Figure
5(b) and (c) shows that the number of trajectories with the
maximum N−O distance of 2.4−3.4 Å is reduced for the
Open-GS method. These trajectories either propagate forward
(to longer N−O bond distances) or backward (to equilibrium
geometries and shorter N−O bond distances) along the
reaction coordinate. A careful examination of the 500
trajectories shows that 41, 47, and 60 trajectories in closed-
shell, open-shell, and Open-GS exhibit N−O bond breaking,
respectively. Open-shell exhibits slightly higher QY than
closed-shell, which is consistent with the fact that UHF and
UCIS establish lower reaction barriers on the ground and
excited PESs. The QY for the Open-GS method is slightly
increased compared to that of open-shell, which indicates that
some of the trajectories with maximum N−O bond lengths in
the range 2.4−3.4 Å shown in Figure 5(b) propagate forward
to dissociation after hopping to the ground state in the Open-
GS method.
The evolution of the excess electronic energy (compared to

the ground-state S0) and the kinetic energies from the tetrazine
ring and the Petrin group for the averaged N−O bond
breaking trajectories are shown in Figure 6. Both closed-shell
and open-shell results show energy dissipation to vibrational
motion in the Petrin group. The kinetic energy of the Petrin
group exhibits a dramatic increase of about 1.2 eV,
corresponding to the decrease in excess potential energy.
Meanwhile, the kinetic energy of the tetrazine ring has a
smaller change. In closed-shell, the electronic relaxation to S1 is
complete within 100 fs, while in open-shell, the electronic
relaxation takes a longer time. The slower energy relaxation
dynamics in open-shell is consistent with that of NM and
ATTO due to the additional relaxation pathways caused by
impure excited states (mixed excitation). As a result, the NO2

dissociations in open-shell also occur on a longer time scale as
shown by Figure S3.

4. SUMMARY
In this work, we present NAMD methodology for unrestricted
TD-SCF representation of electronically excited states, which
is suitable for modeling photochemical processes in molecular
materials involving bond breaking. This approach was
implemented in the NEXMD18 code, and its application to
selected molecular systems undergoing photochemical reac-
tions was demonstrated. Closed-shell descriptions assume the
degeneracy of spatial orbitals of different spins; therefore,
excited-state dynamics simulations based on this level of theory
only follow the first bond dissociation step. Open-shell, on the
other hand, can describe unpaired electrons to identify
intermediate states correctly, which is demonstrated in our
results. The open-shell implementation gives the same
electronic structures as the closed-shell at stable equilibrium
bond length regions but lower PESs at bond dissociation limits
and beyond. Consequently, the simulation results show that
the decay of initial excited states near equilibrium obtained
from the open- and closed-shell methods is almost the same,
but the overall nonadiabatic relaxation may be different
because the open-shell method produces impure excited states
with mixed excitations when the molecule undergoes a
photochemical reaction. At the beginning of the dynamics,
the pure triplet states do not contribute to the dynamics since
there are no transitions between the singlet and triplet states
occurring on ultrafast time scales. However, once they become
impure, they can participate in the dynamics, and that slows
the dynamics of open-shell simulations compared to closed-
shell counterparts. Moreover, since the open-shell predicts
lower PESs in all bond length regions compared to the spin-
restricted closed-shell method, the reaction barrier is reduced,
and consequently, the QY calculated from the open-shell
simulations is usually higher than that of the closed-shell case,
as confirmed by the three test cases. The direct comparisons
with a closed-shell analog shown in this work demonstrate that
open-shell NEXMD is more suitable for describing photo-
chemical reactions. Even though there may be unphysical
transitions between the impure states beyond the CF point, the
dynamics has entered the dissociation regime. Thus, the
transitions between impure states due to the spin contami-
nation have a limited effect on the QY. Moreover, the Open-
GS method can switch the dynamics to the ground-state PES
once the system has reached the lowest states and beyond the
CF point, which further suppresses the effect of spin

Figure 5. Histogram of the maximum N−O bond length from each
NEXMD trajectory calculated from (a) closed-shell, (b) open-shell,
and (c) Open-GS methods, respectively.

Figure 6. Evolution of the average excess electronic energy and
vibrational kinetic energy contributions from a tetrazine ring and
Petrin fragment for the ensemble of trajectories exhibiting NO2
dissociation for (a) closed- and (b) open-shell simulations.
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contamination on the chemical reactions. Nevertheless, the
dynamics beyond the CF point should be checked with care to
avoid significant unphysical results. In particular, description of
products of chemical reactions in terms of specific spin species
and radicals may be problematic due to spin contaminations,
lack of spin−orbit coupling, and single-reference nature of
UCIS approximation.
However, the open-shell method is more computationally

expensive than the closed-shell. The reason is 2-fold. First, the
spin unrestricted open-shell method does not restrict the spins
in an electron pair in the same spatial orbital. Consequently,
the basis set and the Liouville space in the ground- and excited-
state calculations are doubled, which in turn increases the
computation cost in the calculation of electronic structures.
Second, the open-shell method introduces many triplet-like
states which are optically inactive (dark) states. Consequently,
given the same excitation energy, more states should be
included in the open-shell calculation. Thus, the computational
cost in the excited-state calculations is increased further. For
the three example molecules studied in this work, the open-
shell method is roughly 5 times more expensive than the
closed-sell calculations. Since the exact number of triplet-like
states in any given energy range is system dependent, there is
no certain rule to determine the exact comparison.
Overall, the presented open-shell NAMD approach for

excited states provides computationally efficient implementa-
tion able to treat large molecular systems with tens of excited
states. However, it is a subject of considerable limitations such
as spin contamination and the inability to treat crossings
between excited and ground states in the TD-SCF method.
Moreover, spin−orbit coupling (SOC) is not included in this
work. In fact, the nonadiabatic mixed quantum-classical
methods were initially developed to deal with the internal
conversion which is known to be a fast nonadiabatic process.
The inclusion of SOC can induce transitions between states of
different multiplicities on short time scales and produce
different photochemical reaction pathways (intersystem cross-
ing).74−77 Overcoming these limitations would constitute
further improvements and practicality of the nonadiabatic
mixed quantum-classical methods in future studies.
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