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Formation and decay mechanisms of photoinduced nonlinear vibronic excitations(“breathers”) in several
conjugated polymers are studied using a quantum-chemical excited state molecular dynamics approach. We
identify specific coupled vibrational modes responsible for breather excitations and investigate their depen-
dence on chain length. In addition to intermolecular relaxation mechanisms, our calculations show that in-
tramolecular vibrational energy equilibration results in a decay of breathers on a timescale of hundreds of
femtoseconds.
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Conducting polymers have emerged as important techno-
logical materials in device applications based on organic
electronics.1,2 Compared to the semiconductor devices, the
“soft” organic nature of these materials results in a strong
coupling of the electronic system to molecular geometries
and structure.3,4 Thus complex coupled electron-vibrational
dynamics strongly affects optoelectronic functionalities of
related organic devices. Ultrafast spectroscopies have
emerged as a major experimental tool to study short-time
electronic dynamics.5–7 In particular, the recent advent of
lasers with sub-10-fs time resolution has allowed investiga-
tors to resolve real-time dynamics on a timescale of a single
vibrational period.8–10Signatures of nonlinear vibrational ex-
citations known as breathers(a spatially self-localized bound
state of phonons) predicted theoretically in 1984,11–13 have
been recently observed spectroscopically in polyacetylene.8

The breather excitation was found to have a period of 44 fs
and an extremely short lifetime of,50 fs. In another recent
experiment, time-resolved investigation of vibrational photo-
excited dynamics in poly-phenylenevinylene revealed par-
ticipating nuclear motions similar to those observed in Ra-
man spectra; however, breather signatures were not
observed.9 Our previous quantum-chemical study revealed
formation of a photoexcited self-localized breather vibronic
excitation in cis-polyacetylene.14

Despite the wealth of experimental and theoretical stud-
ies, there is no established agreement and understanding as
to whether breather excitons are the primary photogenerated
excitations and how much they affect ultrafast vibronic
dynamics.5–9 In this article we use our recently developed
excited state molecular dynamics(ESMD) approach4 to (i)
identify specific features of molecular vibronic structure nec-
essary to produce the photoexcited breather;(ii ) explore dis-
sipative processes affecting the breather lifetime; and(iii )
investigate breather formation in several typical conjugated
polymers to provide a direct connection with the ongoing
experimental studies.

We used the Austin Model 1(AM1) Hamiltonian15 and
the ESMD computational package4 to follow photoexcitation
adiabatic dynamics on ps timescales for all calculations pre-
sented in this article. The ESMD approach calculates the
excited state potential energy asEesqd=Egsqd+Vsqd in
the space of nuclear coordinatesq which span the entire

(3N−6) dimensional space,N being the total number of at-
oms in the molecule. Here,Vsqd is an electronic transition
frequency to the lowest 1Bu (band-gap) state of the photoex-
cited molecule. The program uses numerical derivatives of
Eesqd with respect to each nuclear coordinateqi to calculate
forces and subsequently to step along the excited state hy-
persurface using these gradients. A standard Verlet molecular
dynamics algorithm16 has been used for propagation of the
Newtonian equations of motion. All computations start from
the optimal molecular geometry where the potential energy
Egsqd is minimal. The simulations can be performed along
all si =1, . . . ,3N−6d or selected nuclear degrees of freedom
qi. If no dissipative processes are included, the total molecu-
lar energyEesqd is conserved. Subsequent analysis of the
photoexcited trajectory ofVsq ,td in the Fourier space allows
us to identify periods of participating vibrational motions. A
similar approach has been used in the analysis of time-
resolved transient absorption spectra in recent
experiments.8–10 Inclusion of an artificial dissipative force
into the ESMD equations of motion allows us to determine
the minimum of the excited state potential energy surface
Eesqd corresponding to the relaxed geometry.

To understand the formation of photoexcited breathers we
start with an analysis of the dynamics of the band-gap ex-
cited state in the cis-polyacetylene oligomer shown in Fig. 1.
This molecule is sufficiently long(120 carbon atoms) to
mimic the infinite chain limit.17 DisplacementsD shown in
Fig. 1 immediately enable us to identify several nearly de-
generate vibrational normal modes strongly coupled to the
electronic excitation with a period of,18 fs. These corre-
spond to CvC stretching motions which self-localize to
form the breather excitation(see below). The modeq0 with
the largest displacement has the lowest frequency and corre-
sponds to a nearly uniform displacement of carbons along
the chain as schematically shown in Fig. 1(top). Higher
lying CvC vibrations have an increasing number of nodes
along the chain(e.g., modeq2 has two nodes). These states
can be interpreted as phonons with momentak=2pn/L (n
being the number of nodes andL is the length of the mol-
ecule) and form a band in the limit of the infinite chain
length. Another vibrational band corresponding to CuC
single bond stretching motions has smaller displacement and
does not lead to breather excitation.
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When we artificially freeze all vibrational motion except a
singleq0 normal mode, as expected the photoexcited dynam-
ics is completely harmonic with a single fundamental fre-
quency(with time period of 18 fs) appearing in the Fourier
spectrum(10 ps trajectory has been used to obtain power
spectra in Fig. 1). The dynamics along two vibrational coor-
dinatesq0 and q2 already shows, in addition to the funda-
mental period at 18.3 fs, a second component at 24 fs which
is not an overtone of the fundamental frequency. This peak is
a signature of the breather excitation appearing as a nonlin-
ear mixing of vibrational modes due to anharmonicities and
complex coupling to the electronic degrees of freedom.
Compared to the harmonic single mode dynamics, the two-
mode dynamical trajectory(not shown) samples most of the
energetically allowed phase space and shows signatures of
intermittent spatiotemporal chaos. Four-mode dynamics
(phonons with momentak=0, 2, 4, and 6) increases the

breather period to 30 fs. Thus a set of quasidegenerate
nuclear modes strongly coupled to the electronic system al-
lows for breather formation. Finally, completeshort time
(200 fs trajectory) dynamics along all 3N−6 vibrational de-
grees of freedom identifies a strong breather peak at 34 fs.

However, the power spectrum of 3N−6 mode dynamics
of a longs2 psd trajectory shows no breather signatures(Fig.
1). To illustrate this breather decay, in Fig. 2 we display the
averaged kinetic energy along the photoexcited trajectory.
The total vibrational energy is approximately constant during
the dynamics and corresponds to the excess of electronic
energy due to vertical excitation. The variation of the kinetic
energy indicates that the energy is exchanged between elec-
tronic and vibrational degrees of freedom. Just after photo-
excitation, only vibrational modes in the 1800–1900 cm−1

spectral region are activated. These correspond to the
“breather modes” strongly coupled to the electronic system.
Gradually this energy transfers to other vibrational modes
due to vibrational anharmonicities and weak coupling to the
electronic excitation. A similar behavior is observed in other
conjugated polymers(not shown). Thus we observe equili-
bration of vibrational energy among all nuclear degrees of
freedom. This intramolecular relaxation leads to the decay of
breather excitation on a timescale less than 500 fs. Intermo-
lecular dissipative processes might reduce breather lifetime
even further due to interchain interactions and scattering of
phonons on the defects. This readily explains the very short
breather lifetime of 50 fs observed in the experiment.8

Next we calculate photoexcited dynamics in several cis-
polyacetylene oligomers with different sizes to explore the
dependence of breather excitation on chain length. The re-
spective Fourier spectra of photoexcited trajectories are
shown in Fig. 3. We observe a reduction in the amplitude and
a shorter period of the breather peak with a decrease in chain
length. Subsequently this peak disappears in short chains
(n,20 repeat units). This trend can be rationalized by ex-
amining the band structure of the underlying breather vibra-
tional modes. As the splitting between states grows due to
the finite molecular size(seeDv in Fig. 3), the vibrational
mode mixing becomes less efficient resulting in the reduc-
tion of the breather amplitude.

FIG. 1. Top panel: displacements of the backbone atoms in
CvC stretching vibrational modes forming a phonon band(shown
are modes corresponding tok=0 andk=2 phonon momenta). Bot-
tom panel: normalized Fourier spectra of the excited state transition
energyVstd trajectories(top five plots) and amplitudes of dimen-
sionless displacementsDi (stick spectrum) along normal modes
(bottom plot) in cis-polyacetylene[scis–PAd60 shown in the inset].
Amplitudes of Di reflect the difference between the excited state
and the ground state optimal geometries along the vibrational
modes(with harmonic periodsTi) and typically show the extent of
coupling of the electronic degrees of freedom to specific nuclear
motions(Ref. 18).

FIG. 2. Variation of the vibrational kinetic energy along the
photoexcited trajectory inscis–PAd60. Averaging over 20 fs has
been used to smooth fast oscillations.
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Finally, we study the appearance of the breather excitation
in several technologically important polymers. To treat all
molecules on the same basis, we constructed oligomers of
the same length s,100 Åd for cis-polyacetylene
fscis–PAd48g, polyphenylenevinylenesPPVd16, polyfluorene
fsPFd6g, and polythiophenefsPTd14g shown in the insets of
Fig. 4. Computation of longer chains is not practical due to
the increased computational effort[e.g., sPFd6 has already
more than 700 atomic basis functions in the valence space].
Compared to polyacetylene, the richer geometric structure of
the other polymers leads to the appearance of several vibra-
tional bands in the displacement spectra(Fig. 4) which are
strongly coupled to the electronic system. For example, two
displaced bands in PPV are attributed to CvC stretch and
quinoidal motion of the aromatic rings. To investigate
breather formation, we then ran constrained photoexcited dy-
namics for 10 ps along normal modes strongly coupled to the
electronic system(ten modes from two vibrational bands in
cis-PA and PPV, and 15 modes from four vibrational bands in
PF and PT).

As expected, a strong breather peak shows up in poly-
acetylene(Fig. 4). A weaker breather signature shifted to
27 fs is observed in PPV. Here the CvC stretch couples to
aromatic ring motion. Since CvC groups and rings do not
couple directly to each other, neither produces the breather
by itself. Constrained dynamics along vibrations from the
only one of these bands(not shown) does not show breather
signatures. Therefore, compared to cis-PA, breather excita-
tion in PPV appears due to mixing of vibrations from the
different bands. This leads to a faster breather decay on an

,100 fs timescale due to intramolecular vibrational energy
redistribution in the dynamics including all 3N−6 vibrational
coordinates(the breather peak can be barely identified in the
respective Fourier spectrum of the short-time trajectories, not
shown). This has probably prevented an identification of the
breather in PPV with ultrafast spectroscopic probes.9

We observe the breather excitation in PF to be weaker
than in cis-PA but stronger than in PPV. Similar to PPV, it
forms due to mixing of vibrations from three different bands
and decays on an,200 fs timescale if all normal coordinates
are included in the dynamics(Fig. 4). Substantial spectral
density of weakly coupled nuclear modes at the breather fre-
quency is another reason for a fast breather decay in PPV
and PF(compare displacements in Figs. 1 and 4). We cannot
identify breather signatures in PT since significant spectral
separation among participating vibrational bands prevents an
efficient mixing. Possible weak breather peak can be seen in
the constrained dynamics(Fig. 4). As expected, long-time
s2 psd dynamics in all oligomers including all vibrational
degrees of freedom only reveals signatures of the dominant
fundamental frequencies(Fig. 4). To summarize, the excess
of photoexcitation energy(roughly the difference between
vertical and 0–0 transition energies) is able to create a strong
breather exitation in cis-PA and weaker breathers in PPV and

FIG. 4. Analysis of photoexcited dynamics in conjugated poly-
mers. Structures of oligomers with,100 Å length are shown in the
insets. Plotted are normalized Fourier spectra of photoexcited tra-
jectories and displacements.

FIG. 3. Size dependence of the intensity of the breather peak in
Fourier spectra of 400 fs photoexcited trajectory in cis-
polyacetylene.Dv is a splitting between frequencies ofq0 and q2

vibrational modes.
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PF. We also note that an artificial increase of the vibrational
energy(heating) of the relevant normal modes in the numeri-
cal simulations leads to strong breather appearance in all
polymers.

In conclusion, we have numerically investigated the ap-
pearance of breathers by vertical photoexcitation in several
conducting polymers. Nonlinear mixing of several(two or
more) vibrational modes strongly coupled to the electronic
degrees of freedom leads to the breather formation. A strong
breather mode is observed in cis-polyacetylene as a result of
interaction among vibrations within thesamephonon band.
Weaker breathers in polyphenylenevinylene and polyfluorene
appear due to coupling of vibrations among severaldifferent
phonon bands. Polythiophene does not show any breather
signatures due to vertical photoexcitation. In every case, the
breather excitation undergoes a fast decay(,500 fs in cis-
PA, ,100 fs in PPV, and,200 fs in PF) due to intramolecu-
lar vibrational energy equilibration. Such fast decay agrees

with recent ultrafast spectroscopic data(e.g., breather decay
in polyacetylene within 50 fs8 and vibrational dephasing of
the excited states in PPV with a time constant of,300 fs9).
Intermolecular interactions and phonon energy leakage
through the boundaries of conjugated segments(defects)
may reduce breather lifetime even further.14 Nonlinear vibra-
tional excitations such as breathers are thus an important
feature of short-times,100–500 fsd photoexcited dynamics
in conjugated materials. A similar analysis can be applied to
other molecular systems to identify signatures of nonlinear
vibronic excitations.
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