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We demonstrate that a three-pulse photon-echo technique is capable of eliminating the effect of the absorp-
tion band broadening associated withintrinsic electron-phonon coupling, and revealing its structure determined
by the optical transitions between the ground and excited electronic states dressed with vibrational quanta. This
is important for the spectroscopic probing of photoexcited dynamics in low-dimensional materials with strong
electron-phonon coupling. As a minimal model for our calculations, we use a two-electron, two-site Holstein
Hamiltonian accounting for the vibrational degree of freedom fully quantum mechanically.
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Photon-echo techniques are reliable tools for eliminating
inhomogeneous broadening effects on the time-resolved sig-
nal decay and revealing hidden dynamical information.1,2

The origin of inhomogeneous broadening lies in a random
distribution of transition energies in the ensemble of opti-
cally active centers in solids or molecules in solution. Usu-
ally, such a distribution originates from the effect of the en-
vironment, e.g., static energy disorder in glasses,
conformational disorder of solvated(bio)polymers, and/or
“slow” fluctuations in liquids. In this communication we
demonstrate that a three-pulse photon-echo(3PE) technique
is also capable of eliminating the effect of the absorption
band broadening associated withintrinsic electron-phonon
coupling. The existence of such an effect does not depend on
a specific electron-phonon coupling scheme. A model
adopted here will be used to identify ranges of parameters
suggesting which compounds from a broad class of low-
dimensional materials might demonstrate this effect.

It is well understood that electron-phonon interactions
strongly influence the electronic dynamics in low-
dimensional materials such as(bio)polymers,3–5 biological
complexes,6,7 mixed-valence complexes,8,9 etc. Photoexcited
dynamical aspects such as exciton and breather(multiquanta
bound state) formation, internal dynamics, transport, photo-
chemical reactions, and charge transfer are currently
investigated.4,10–12Theoretically, the issue of treating vibra-
tional degrees of freedom quantum mechanically so as to
study the nonadiabatic electronic dynamics is of great inter-
est. Experimentally, the complexity and ultrafast nature of
the dynamics require the use of state-of-the-art time- and/or
frequency-resolved optical techniques.4 Unambiguous iden-
tification of desirable dynamical and structural features in the
optical and infrared signals relies on accurate theoretical
modeling of the dynamics and optical properties.13–18

As a minimal model to describe the coupled electron-
phonon system, we use a two-site Holstein Hamiltonian,
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which is a limiting case of the general half-filled electronic

band model. Herecis
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† andai) are electron(pho-
non) creation and annihilation operators on sitei with spin
projections; njs=cjs

† cjs is the electron state population op-
erator; and t0 is electron transfer energy. The electron-
phonon coupling constant isl, and the bare phonon energy is
v0. In the electronic basis sethu↑1↓2l± u↑2↓1l ; u↑1↓1l
± u↓2↑2l ; u ↓1↓2l ; u ↑1↑2lj, the problem effectively reduces to a
three-levelelectronic system of spin-singlet states. The spin-
triplet stateshu↓1↓2l ; u↑1↓2l− u↑2↓1l ; u↑1↑2lj decouple since no
spin-orbit interaction is present. The spin-singlet states are
coupled via a single vibrational modea=a1−a2. The center-
of-mass motion is decoupled due to the dimer inversion sym-
metry. For further analysis we will use the following dimen-
sionless units: total energy«=E/ sÎ2t0d, electron-phonon

coupling energy l̄=l / st0Îv0d, bare phonon energyv̄0

=v0/ sÎ2t0d, vibrational displacementj=Î2v0q, whereq is
the displacement in the length units, and timet̄=Î2t0t, where
t has time dimensionality.

Using a Lanczos algorithm, we diagonalized the Hamil-
tonian (1) for fixed v̄0=0.24, and electron-phonon coupling

varying in the rangel̄=0.0–1.0. The phase diagram repre-

senting the spectrum as a function ofl̄ is shown in Fig. 1.
We distinguish three regions:(i) a low-energy region, where
the spacing between the electronic eigenenergies reduces ex-

ponentially asl̄ increases, indicating the formation of a
double-well barrier;(ii ) a high-energy region, where levels
undergo avoided crossing, and nonadiabatic effects are sig-
nificant; and(iii ) the ground state double-well region where
the levels are twofold degenerate and equally spaced.

In this communication, we focus on the manifold of the
photoexcitedeigenstates by defining the dipole moment
operator as

m̂ = m12sc1
†c2 + c2

†c1d + m0sn2 − n1d + dmsa† + adsn2 − n1d,

s2d

wherem12 is the transition dipole due to the charge transfer
between the sites 1 and 2.m0 is the dipole matrix element
representing a positive nucleus charge on one ionized site
and negative electron charge promoted to the other site, and
dm is the additional contribution to the second term due to
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the linear displacements of the charges from the average po-
sitions. Since it does not matter for our further consideration
if any of them dominates, we set all of them to unity. The
linear absorption line shape is then determined by the over-
lap of the distribution functions of the bound bare vibrational
quanta in the ground and the photoexcited states, since the
first two terms in Eq.(2) act only on the electronic compo-
nents of the wave functions. The third term corresponds to an
additional contribution due to the overlap of the ground-state
distribution whose center is shifted to ±1 and the excited
state. Provided both distributions are broad, i.e., the elec-
tronic states are heavily dressed, then the third term corre-
sponds to the same overlap integral as the first two.

The absorption spectra forl̄=0.27 andl̄=1.0 are shown

in Figs. 2(a) and 2(b), respectively. Forl̄=0.27 the transition
takes place from the ground state in region(i) of Fig. 1
described by the flat adiabatic curve shown in Fig. 2(c). For

l̄=1.0 it starts in region(iii ) of Fig. 1 described by the
double well in Fig. 2(d). Both transitions take place in region

(ii ) of Fig. 1 (for l̄=1.0 it lies in the high-energy range not
shown in the plot but has the same structure as the one
shown). Comparing the excited-state vibrational quanta dis-
tribution functions(not shown in the plot), we have found
that in both cases it is broad. As a result, the absorption
lineshape, i.e., the overlap, is simply the ground-state distri-
bution function. The spectrum in Fig. 2(a) has a progression
of several absorption lines associated with few coupled vi-

brational quanta. Increasingl̄ leads to increasing the number

of bound vibrational quanta. Forl̄=1.0 the ground state is at
the minimum of the double-well potential[Figs. 1 and 2(d)],
and the vibrational component of the wave function is a co-

herent state, i.e., a Gaussian distribution withknl=2l̄2/ v̄0
3

=74 andsn=Îknl=8.6. Therefore, the absorption spectrum
shown in Fig. 2(b) contains a large number of lines under the
Gaussian envelope.

Provided the homogeneous widths of the lines within the
band in Fig. 2(b) are larger than the energy spacing between
them, the spectrum becomes dense. This case is represented
in Fig. 2(b) by the envelope band, where we set the homo-

geneous linewidthg=0.17.(Here and below,g has the same
dimensionless units as«.) Consequently, no valuable struc-
tural and dynamical information can be obtained from the
linear spectra associated with the optical transition from re-
gion (iii ) to (ii ) in Fig. 1 under such conditions. In this com-
munication we demonstrate that it is possible to use the non-
linear 3PE technique to resolve the fine structure of the band,
something which cannot be achieved using the two-pulse
photon-echo(2PE) technique.

The 3PE technique involves a sequence of three light
pulses separated by delay timest1 and t2, as shown in Fig.
3(a). The polarization excited by the pulse train is observed
in the direction determined by the wave vectorks, satisfying
the phase-matching conditions shown in Fig. 3(a). The first
pulse excites coherences between the ground and the first
excited state manifolds shown in Fig. 2(d). These coherences
(i.e., off-diagonal components of the nonequilibrium density
matrix) propagate during the delay timet1 [diagrams 1–3 in
Fig. 3(b)]. The second pulse reexcites the ground state(dia-
gram 1) and the first(diagrams 2, 3) electronic excited state
populations(i.e., the diagonal components of the density ma-
trix). Since the excited state and the ground-state manifolds
are described by the number of eigenstates associated with
the bound vibrational quanta, then, in addition to the popu-
lations, the excited and the ground-state coherences are ex-
cited. The populations and coherence dynamics propagating
during the “population” timet2 are described by the irreduc-
ible parts in the density-matrix equation, which account for
the fast environmental fluctuations,2 and are shown as shaded
boxes in Fig. 3(b). The third pulse reexcites the coherence
between the ground state and the first excited electronic state
manifolds[Fig. 2(d) and diagrams 1 and 2 in Fig. 3(b)], as
well as between the first and the second excited state mani-
folds [see Fig. 2(d) and diagram 3 in Fig. 3(b)] further evolv-
ing during timet3. The total polarization excited by the pulse

FIG. 1. Phase diagram: energy eigenvalues« vs the strength of
electron-phonon coupling. Region(i) is a single-well ground elec-
tronic state.(ii ) Excited-state avoided crossing region accessible
through photoexcitations.(iii ) Double-well (twofold energy degen-
erate) electronic ground-state region.

FIG. 2. Linear absorption spectra for(a) l̄=0.27 and(b) l̄
=1.0, where the envelope is the spectrum calculated for largeg
=0.17 homogeneous broadening. Optical transitionsugl→ ual cor-
responding to the spectra in(a) and (b) are shown in the adiabatic
potential-energy diagrams(c) and (d), respectively.
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train is a superposition of these three diagrams, each corre-
sponding to the following third-order response function
components2,16

Rn
s3d = i o

g,g8
o
a,a8

mga8ma8g8mgamag8e
siv̄a8g−gga8dt̄1−siv̄ag8+gga8dt̄3

3 fd1,ne
−siv̄gg8+Ggg8,gg8dt̄2 + d2,ne

−siv̄aa8+Gaa8,aa8dt̄2g,

n = 1,2; s3d

R3
s3d = − io
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o
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mgamahmha8ma8g

3esiv̄a8g−gga8dt̄1−siv̄aa8+Gaa8,aa8dt̄2−siv̄ha8+gha8dt̄3, s4d

wheregga8 is the homogeneous dephasing rate between the
electronic ground and excited states;Gaa8,aa8 saÞa8d and
Ggg8,gg8 sgÞg8) are relaxation tensor components describing
the excited and the ground state dephasing rates. Here we
neglect the ground and excited state population relaxation
processes, since they occur on time scales longer than the
dephasing.2 Here we assume the homodyne time-gated de-
tection given bySst̄3, t̄2, t̄1d~ uoi=1,2,3Ri

s3dst̄3, t̄2, t̄1du2 (Refs. 2
and 16). The delay timet̄3 in this mode denotes the time after
the third pulse arrives and the time-gated measurement of the
signal intensity is performed.

Although the absorption band in Fig. 2(b) is formed from
a number of homogeneously broadened lines, it cannot be
considered as an inhomogeneously broadened band, since its
structure is induced by the interaction with a phonon mode,
and not by the bath degrees of freedom(continuum of
modes). Accordingly, for the 2PE we sett̄2=0 in Eqs.(3),

and assume thatgga8=g for any a, g, as well as using a
Gaussian distribution for the oscillator strengthmgamag8
~expf−sva,g−v0d2/2s2g [see Fig. 2(b)]. The optical transi-
tions originate from the lowest vibrational stateg in the elec-
tronic ground state. This is the case for the high-energy vi-
brational modess.300 cm−1d at room temperature. After
averaging the response function over the oscillator strength
distribution, one finds thatR1,2

s3d ~expf−ss2t̄1
2+s2t̄3

2d /2−gst̄1
+ t̄3dg. The other component[Eq. (4)] will have a similar
structure. If the widths of the absorption bands.g, then the
nonlinear signal experiences free-induction decay(FID) on a
time scale of 1/s, similar to the linear signal decay.

However, if 1 /Gaa8,aa8, t̄2 the off-diagonal components
ualka8u of the density matrix in diagrams 1–3(Fig. 3) vanish.
Further averaging of Eq.(3), n=2, with the transition oscil-
lator strength distribution corresponds toR2

s3d~expf−s2st̄1
− t̄3d2−gst̄1+ t̄3dg. This term is equivalent to that describing
the response of a two-level system with the inhomoge-
neously distributed transition energies. As a result it corre-
sponds to the “photon-echo” signal whose peak decay att̄1
= t̄3 is determined byg, i.e., the inverse width of the homo-
geneously broadened lines forming the band, e.g., in Fig.
2(b). We note that, in contrast to the inhomogeneous broad-
ening case, the echo appears only due to the second compo-
nent of the response function[Eq. (3), n=2]; the other will
still be experiencing the FID. Consequently, the echo signal
becomes sensitive to the processes solely within the first ex-
cited state manifold, offering aunique probeof the photoex-
cited dynamics.

We have calculated the 3PE time-gated signal for different
delay timest̄2 using Eqs.(3) and(4), where the eigenenergies
and eigenstates were calculated by direct diagonalization of
the Hamiltonian (1). For simplicity we set all excited
(ground) state dephasing rates toGaa8,aa8=1/Te

* sGgg8,gg8
=1/Tg

*d, whereTe
* =0.24 sTg

* =0.24d is the excited(ground)
state dephasing time. The dephasingbetweenthe ground and
excited states was set tog=0.17, the same as corresponding
to the envelope band in Fig. 2(b).

A two-dimensional(2D) st̄1, t̄3d 3PE signal plot is shown
in Fig. 4. The inset in panel(a) presents thet̄1= t̄3 slice of the
signal in both panels on the log scale. In the 2D plot the
presence of the “photon-echo” effect, i.e., signal maximum at
t̄1= t̄3, would appear as a signal stretched along the diagonal
t̄1= t̄3. As one can see in panel(a) representing the 2PEst̄2
=0d response and in the inset, the signal decays rapidly and
there is no well-defined diagonal, “photon-echo,” compo-
nent. In contrast, in panel(b), where a 3PE signal fort̄2.Te

*

st̄2=1.2d is shown, there is a diagonalst̄1= t̄3d “photon-echo”
component. The echo decay is seen in the inset as the expo-
nential component att̄.5. The signal in panel(b) contains
information on two different time scales. Its width describes
the FID time scale, whereas its diagonal length is,g. In this
sense, the photon echo allows us to resolve the internal “hid-
den” structure of the line shape. This result is important,
since the dynamics of different spectral components of a
photoexcited wave packet could be resolved using a 3PE
technique.

We expect the technique proposed here to have broad ap-

FIG. 3. (a) Schematic diagram of a three-pulse echo sequence
and the signal generated in the directionks=k3+k2−k1. (b)
Double-sided Feynman diagrams describing all contributions to the
3PE signal for the three-band system in the rotating wave approxi-
mation. The three-band scheme,ugl, ual, and uhl is shown in
Fig. 2(d).
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plications. Observation of the discussed 3PE effect requires
that the following two conditions are satisfied:(a) the ground
and the photoexcited states should be strongly dressed with
vibrational quanta[e.g., lie in the regions(iii ) and(ii ) in Fig.
1, respectively, for the adopted model]; and (b) fast dephas-
ing within the excited-state manifold compared to the popu-
lation decay must occur. Also note that if we add to the
Hamiltonian (1) small on-site Coulomb interaction
(Holstein–Hubbard model), U,l / s2Îv0d, it would change
the shape of the adiabatic surfaces near the crossing points in
Fig. 2(d), but will have little effect on the number of the
bound vibrational quanta. Therefore, no changes in the pho-
ton echo should be observed as shown in Ref. 22. One inter-

esting material prospect is the recently synthesized two-
electron mixed-valence molecular complex,19,20 where the
metal centers can be described as Irs0d-IrsII d. Examples in
solids include strong charge-density-wave systems such as
Wolfram’s Red Salt, a PtsII d-PtsIV d system, extensively stud-
ied by Raman techniques.9 In a related area, the proposed
technique could be used to probe low-frequency vibrational
wave-packet dynamics strongly coupled to high-frequency
vibrations, e.g., O-H stretch,21 rather than to electronic de-
grees of freedom.

To conclude, using a two-electron, two-site Holstein
model to describe a photoexcited coupled electron-phonon
state manifold, we have demonstrated that the 3PE technique
can be used to resolve dense excited-state bands intrinsically
associated with strong electron-phonon coupling. Addition-
ally, the photon-echo response is able to resolve the com-
plexity of the time scales associated with the inhomogeneous
broadening of the spectra by utilizing the 2PE response, as
well as the complex structure of the absorption band dynami-
cally induced through the electron-phonon coupling(3PE).
This suggests the possibility of experiments directly probing
the photoexcited dynamics in a variety of materials with
strong electron-phonon coupling. Furthermore, details of the
complex time scales within the excited-state manifold can be
resolved using multidimensional heterodyned Fourier-
transformed echo techniques.16
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FIG. 4. Contour plot of the 3PE signal:(a) Populations delay
time t̄2=0 is smaller than the ground and excited state dephasing
times Tg

* =Te=0.24; no echo signal is seen along the diagonalt̄1
= t̄3. (b) Populations delay timet̄2=1.2 is larger than the ground and
excited state dephasing timesTg

* =Te; echo signal is clearly seen
along the diagonalt̄1= t̄3. The inset to(a) showst̄1= t̄3 slices of(a)
and (b).
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