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In a basic example of intramolecular conical intersections 
(CoIns)1–3, crossings between multidimensional potential energy 
surfaces (PESs) of an optically bright (S2) and a dark (S1) excited 

electronic state arise from the coupling of these states to at least two 
vibrational modes of the molecule (Fig. 1). In the simplest topology, 
coupling to a symmetric mode (Q1) displaces the CoIn (star) from 
the Franck–Condon region (dot) of the molecule4. The two elec-
tronic states are vibronically coupled via an asymmetric vibrational 
mode (Q2), resulting in an essentially conical shape of the PES near 
the CoIn and a complete breakdown of the Born–Oppenheimer 
approximation in this region1,3. From a dynamical perspective, the 
impulsive optical excitation of such a molecule launches a vibra-
tional wave packet in the Franck–Condon region of the bright state 
S2 and triggers its coherent motion towards the CoIn. Here, vibronic 
couplings induce an ultrafast non-adiabatic transition into the dark 
state S1. This transition is essentially barrierless and reflection-free5 
and may be accompanied by substantial wave packet spreading on 
surface crossing1,2. Hence, intramolecular CoIns provide channels 
for efficient, directional energy and charge flow within molecules 
that are actively governed by molecular vibrations. CoIns control 
the dynamics and yield of elementary reactions underlying many 
chemical and biological functions6–8. Important examples are 
the photoisomerization of retinal, initiating the primary event of 
vision6,9–12, the photochemistry of synthetic molecular switches13–17, 
intramolecular vibrational relaxation in carotenoids18, DNA protec-
tion against photodamage19,20, singlet exciton fission21 and poten-
tially even the primary steps in the magnetoreception of birds22,23.

In principle, CoIns may also be relevant for controlling energy 
or charge transport in extended condensed-phase assemblies, such 

as polymer or molecular aggregates. In such systems, vibronic cou-
plings promote delocalization of the excitations across many molec-
ular units and control their coherent transport on the nanoscale24,25. 
Intermolecular CoIns may thus affect this transport. While recent 
theoretical work started to investigate the potential role of inter-
molecular CoIns for exciton transfer dynamics26–28, experimental 
observations have not been presented so far.

Here we report distinct signatures of the passage of a wave packet 
through an intermolecular CoIn in the two-dimensional (2D) elec-
tronic spectroscopy (2DES) maps of an oligomer thin film relevant 
for organic photovoltaics. We find that the optically launched vibra-
tional wave packet crosses the CoIn after just around 40 fs and that 
this passage is accompanied by an abrupt change in the 2DES maps. 
Atomistic non-adiabatic dynamics simulations confirm the inter-
molecular nature of the CoIn.

Ultrafast 2D electronic spectroscopy of thin films
We investigate thin films of a solution processable acceptor–donor–
acceptor-type (A–D–A) oligomer29 consisting of two terminal dicya-
novinyl groups as acceptor and a central dithienopyrrole-thiophene 
unit as donor (Fig. 1c, upper panel). These oligomers represent 
an important class of organic building blocks that have recently 
emerged as efficient photoactive materials in different optoelec-
tronic applications such as organic photovoltaics, light-emission, 
sensors and transistors30–32. Our A–D–A oligomer finds applica-
tion as the main light absorber and p-type molecular semicon-
ductor in efficient solution-processed organic solar cells reaching 
power conversion efficiencies of >8% (refs. 29,33). In the thin films, 
the A–D–A oligomers build highly ordered nanoscale aggregates 
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with grain sizes of roughly 20–50 nm (ref. 33). The linear absorption  
spectrum of the thin film (Fig. 1c, lower panel) shows two broad 
absorption bands around 1.9 eV (shaded yellow) and 2.8 eV reflect-
ing optically bright exciton transitions of the aggregate. On the 
broad, low-energy resonance at 1.9 eV, we note a very slight peak 
structure reflecting a vibrational progression of the S0–S2 transition 
(Supplementary Fig. 6).

For the 2DES34 experiments, the thin films are excited by broad-
band 8-fs pulses resonant with the low-energy resonance at 1.9 eV. 
The spectra are recorded at room temperature in a partially col-
linear geometry, using a pair of phase-locked excitation pulses, 
time-delayed by the coherence time τ and the probe beam, arriving 
at waiting time T (Fig. 2a and Supplementary Fig. 1). At selected T, 
differential transmission spectra are obtained as a function of τ and 
of the detection energy ED. This time-domain signal S(τ, T, ED) is 
then evaluated according to the procedure outlined in the Methods 
section to obtain the 2DES energy–energy maps (Fig. 2). Briefly, 
at each T, we perform a Fourier transform of S(τ, T, ED) along τ, 
which yields complex valued 2D maps as a function of the excita-
tion energy EX and ED. By taking the real part of these Fourier trans-
form maps at each T, we obtain the absorptive 2DES energy–energy 
maps34,35 A2D(EX,T,ED) as a function of EX and ED. All experimental 
details are reported in the Methods section.

At early waiting times, T < 20 fs, the 2DES spectra of the aggre-
gate thin film show a well-defined, grid-like peak pattern with two 
dominant diagonal peaks at 1.87 eV and roughly 2.0 eV and a series 
of cross peaks (Fig. 2b–d). Such grid-like patterns generally reflect 
the impulsive optical excitation of coherent vibrational wave pack-
ets with one dominant oscillation period on either the ground or 
excited-state PES36,37. As we will argue below, the peak spacings of 
roughly 132 meV along ED indicate an oscillation with a period of 
around 30 fs as the dominant Franck–Condon-active mode36,38,39 on 
the bright excited S2 state of the aggregate (Fig. 2b, dashed white 
lines). For larger waiting times, 20 fs < T < 45 fs, significant spectral 
modifications of the 2DES pattern occur. In particular, we observe 
a rapid reduction of the peak spacing along ED (Fig. 2e–g and 
Supplementary Fig. 4). After T ≅ 45 fs, the 2DES maps are funda-
mentally different, as a much broader diagonal peak around 1.94 eV 
is seen (Fig. 2h and Supplementary Fig. 4). While the peak spac-
ings along ED have almost completely washed out, a weak structure 
remains along EX (Fig. 2i,j). No further spectral modifications can 

be observed for longer T (Supplementary Fig. 4). The white dashed 
lines in Fig. 2b–j indicate the grid pattern seen at early times and 
underline the substantial spectral changes. At all investigated wait-
ing times, we observe positive peaks A2D suggesting that the domi-
nant contributions to the 2DES signal arise from bleaching and 
stimulated emission transitions.

The pump–pulse pair in our experiment (1–2 in Fig. 2a) mainly 
induces optical transitions between the ground and bright S2 excited 
state in the Franck–Condon region. For systems that are reasonably 
well described by displaced harmonic oscillator PESs, this results 
in 2DES maps with equidistantly spaced peaks along both the 
excitation EX and detection ED axes36,39,40. These peak spacings are 
determined by the frequency of the coupled vibrational mode(s). 
Such a grid-like peak pattern is indeed seen in our 2DES experi-
ment (Fig. 2b–d). Fourier transform along EX and ED thus provides 
the dominant period(s) of the Franck–Condon-active vibrations. 
Coupling of these vibrations to the electronic states displaces the 
electronic excited-state PES with respect to the ground state equilib-
rium geometry and these vibrations hence represent tuning modes. 
Our 2DES data thus indicate a fast tuning mode (Q3) frequency of 
roughly 1,100 cm−1 (about 30 fs).

In our experiment, we observe reductions of the peak spacing 
along ED for 20 fs <T < 45 fs (Fig. 2e–g). Such surprising changes 
cannot be easily rationalized purely on the basis of harmonic oscil-
lator PESs. Raman spectra of our thin film (Supplementary Fig. 15) 
show a series of well-resolved peaks, as is typical for a multimode, 
basically harmonic ground state PES. Wave packet motion on such 
a PES cannot account for the time-dependent peak shifts36,40. We 
therefore deduce that this variation of the peak spacing results 
mainly from the motion of the optically launched excited-state 
wave packet in our sample. Specifically, a transient change in the 
peak spacing, and thus in the instantaneous vibrational frequency, 
may arise from the motion of the excited-state wave packet into 
a PES region with different local curvature. Fourier transform of 
our 2DES data along ED thus reveals a marked, rapid increase of 
the instantaneous oscillation period (Fig. 2k shaded), pointing to 
a significant anharmonicity of the excited S2 PES experienced by 
the excited-state wave packet. During this waiting time window, 
we also observe a substantial drop of the 2DES peak amplitude A2D 
(Supplementary Fig. 5), which reaches a quasi-stationary value after 
T ≅ 45 fs. Concurrently, also the Fourier transform intensity at the 
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period of the Q3 mode drops and vanishes (Fig. 2l, orange). Both 
these observations suggest an ultrafast depopulation of the excited 
S2 bright state.

For T > 45 fs, distinctly new oscillatory components, with peri-
ods of roughly 24 and 35 fs, and much weaker Fourier transform 
intensity, are seen (Fig. 2k–l, blue and green). They persist essen-
tially unchanged for longer waiting times, at least up to around 
200 fs. Since the ground state bleaching contribution to the 2DES 
map remains even after depopulation of the S2 state, the new oscil-
latory features most probably reflect coherent ground state vibra-
tional motion.

Together, all these experimental signatures strongly indicate that 
we follow a surface crossing from an optically bright S2 to a dark 
excited state S1 that proceeds through a CoIn. The time evolution 
of the grid pattern in the 2DES maps suggests that it takes roughly 
45 fs for the optically launched S2 wave packet to reach and pass the 
CoIn. Hence, taking this timescale as one half of the vibrational 
period of the tuning mode Q1, we deduce a vibrational frequency 
of at least ν Q1ð Þ≤2π=90

I
 fs−1 for the reaction coordinate. The pro-

nounced anharmonicity in S2 wave packet motion and the abrupt 
changes in vibrational frequencies at T ≅ 45 fs provide additional 
evidence for the existence of a CoIn in the multidimensional PES 
of the aggregates.

We have compared these dynamics with those of a dichloro-
methane solution of the A–D–A oligomer, where aggregation is 

completely suppressed. In pump-probe spectra, we observe broad 
and featureless resonances showing no significant changes on a 
sub-100-fs timescale (Supplementary Fig. 3). Since these measure-
ments probe the intramolecular dynamics of the A–D–A backbone, 
we find that the peculiar, sub-50-fs dynamics are a distinct feature 
of the solid-state nanostructure of the aggregated thin film and they 
are of an intermolecular nature.

All these experimental results strongly indicate non-adiabatic 
dynamics induced by vibronic couplings in the vicinity of an inter-
molecular CoIn in the potential energy landscape of the aggregate 
oligomer thin film.

Non-adiabatic dynamics simulations
To validate these arguments, we investigate the photoinduced 
pathways by non-adiabatic excited-state molecular dynamics sim-
ulations41,42. In a single A–D–A oligomer, the low-energy intra-
molecular optical excitations mainly have contributions from the 
lowest excited state S1

M of the monomeric, oligomer backbone, 
which is optically bright (Supplementary Fig. 7). All other excited 
states lie higher in energy and we find no evidence for the exis-
tence of intramolecular CoIns in the energy range of interest. We 
therefore consider dimers of the A–D–A oligomer as a minimal 
model system for the aggregates forming in our thin films (Fig. 1c, 
upper panel). In contrast to a single oligomer, here, we find that the 
lowest-lying excited state S1 is optically dark (Supplementary Fig. 8b).  
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The second excited state S2 is optically bright and gives the larg-
est contribution to the main absorption resonance at roughly 2.5 eV 
(Fig. 3a, red line). Both S1 and S2 states describe delocalized inter-
molecular excitations of the dimer. They arise from symmetric (S2) 
and antisymmetric (S1) combinations of the first excited state (S1

M) 
intramolecular wavefunctions of the two oligomer units placed in 
a H-aggregate-like geometry. A weaker resonance at roughly 3 eV 
derives from higher-lying bright states that are not optically excited 
in our experiment.

In the dimer simulations, we approximate the dynamics of an 
optically excited wave packet as an ensemble average over semi-
classical trajectories of the nuclear motion that are launched in 
the Franck–Condon region43. Along these trajectories, the relative 
energy difference between the S2 and S1 states, ΔE2,1, initially decays 
monotonically until, suddenly, it rapidly increases (Fig. 3b). The 
steep increase in ΔE2,1 indicates a sudden change in slope of the PES 
experienced by the wave packet. It is thus a direct signature of the 
unidirectional, non-adiabatic population transfer from S2 to S1 and 
strong evidence for an intermolecular CoIn connecting them. In 
our simulations, the nuclear configuration at which this hopping 

takes place depends on the specific trajectory and may lie in a finite 
region around the CoIn. After the crossing, large-amplitude oscil-
lations of ΔE2,1 initiate (Fig. 3b). Their frequency spectrum (Fig. 3c, 
right panel) shows a main peak at roughly 1,500 cm−1 together with 
a distribution of other components. This broad spectrum is con-
sistent with the washout of the 2DES pattern in our experiments. 
In contrast, the frequency spectrum of the weak oscillations before 
the crossing (Fig. 3b inset) displays fewer components with the 
dominant peak now being at roughly 1,700 cm−1 (Fig. 3c left panel). 
Hence, the periods of the optically excited tuning modes are mark-
edly different before and after the crossing.

We further examine the time evolution of the electronic tran-
sition density matrix, reflecting the spatial distribution of the 
optically excited wavefunction44,45. Orbital plots of the diagonal ele-
ments of the transition density matrix, representing the optically 
induced changes on each atom, show that the optical excitation is 
initially delocalized over both oligomer units (Fig. 3d). As long as 
the system is in the S2 state, rapid periodic oscillations (roughly 12 fs 
period) of very small transition density fractions between the oligo-
mer units are seen (Fig. 3d, shaded red). The excitation remains, 
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however, delocalized over the entire dimer. On transition to S1, both  
the amplitude and period of these transition density oscillations 
dramatically increase, indicating an abrupt change of the PES  
(Fig. 3d, blue shaded) and a dissipation of an excess of electronic 
energy into vibrational motion. Moreover, we find that this transi-
tion initiates a dynamic localization process of the electronic den-
sity on one of the oligomers, followed by pronounced oscillations of 
the transition density between the two units. This transient localiza-
tion eventually transforms the coherent intermolecular excitation 
across the dimer into an intramolecular excitation localized on a 
single oligomer unit in roughly 500 fs.

To probe the characteristic vibrations driving the electronic S2–S1 
transition, we calculate the non-adiabatic coupling vector (NACV, 
d2,1, Fig. 3e). It indicates the instantaneous direction of the main 
driving forces along the PES and hence the direction of the popula-
tion transfer during an electronic transition42. Its projection onto 
the normal modes at the time of the crossing thus reveals an asym-
metric high-frequency (roughly 2,600 cm−1) vibration of the dimer 
as the dominant mode (Fig. 3e and Supplementary Fig. 10, red).  
We deduce that this asymmetric vibration is directly involved in 
driving the non-adiabatic transition from S2 to S1. Vibronic cou-
pling to such an asymmetric mode is an essential ingredient of 
CoIns. Thus, we identify this asymmetric vibration as the dominant  
coupling mode Q2.

In these low temperature simulations, it takes roughly 400 fs for 
the population to transfer from S2 to S1 (Supplementary Fig. 9b). At 
room temperature, this transfer time reduces to only around 40 fs 
(Supplementary Fig. 9a), in excellent agreement with our experi-
ments. This points to the role of thermally induced vibrational  
fluctuations in bringing the wave packet to the CoIn seam.

Conclusions
Taken together, our experimental and theoretical results provide 
strong evidence that the passage of a coherent vibrational wave 
packet through an intermolecular conical intersection governs 
the ultrafast, sub-100-fs energy transfer dynamics in functional 
molecular aggregates. The initial impulsive optical excitation popu-
lates the lowest optically bright state, spatially delocalized across 
the aggregate. Coupling to both low- (Q1) and high-frequency (Q3) 
modes drives this coherent intermolecular excitation towards the 
CoIn. Transition from the bright to the dark state through an asym-
metric high-frequency coupling mode (Q2) triggers dissipation of 
electronic into vibrational energy and localization within the aggre-
gate. The timescale for initiating this trapping process is governed 
by the time it takes for the optically launched wave packet to reach 
and pass the CoIn. Hence, it strongly depends on the details of the 
vibronic couplings determining the potential energy landscape in 
the aggregate. As such, intermolecular CoIns control the transition 
from a coherently moving vibronic wave packet, spatially delocal-
ized across several oligomer units, towards a localized, trapped 
exciton, whose transport proceeds by classical diffusive hopping. 
Controlling these initial coherent dynamics thus provides new 
opportunities for steering the flow of energy and charges and their 
pathways on the nanoscale in functional assemblies. This requires 
strategies for precisely shaping vibronic couplings in molecular 
aggregates and solid-state nanostructures in general. These strat-
egies may range from synthetic chemistry methods, for example 
to selectively exchange molecular groups in parts of the system46, 
to altering the PES by coupling molecular excitations to confined 
electric fields in for example, cavity structures47–49, or by controlled 
structural variations of the molecular arrangement. To this end, 
donor–acceptor-type oligomer aggregates may represent a versa-
tile platform on which to explore intermolecular CoIns in guiding 
the ultrafast energy redistribution in technologically relevant sys-
tems. Precise control of intermolecular CoIns in such aggregates 
may enable new routes for the manipulation of nanoscale coherent 

energy transport in functional nanostructures and may lead to new 
approaches to the design of optoelectronic devices.
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Methods
Sample preparation. The A–D–A oligomer, comprising dithieno(3,2-b:2′,3′-d)
pyrrole-thiophene as the central donor and two dicyanovinyl units as terminal 
acceptors, is synthesized and processed according to ref. 29. To prepare the thin 
films, the oligomer is dissolved in O-xylene in a concentration of 30 mg ml−1 and is 
stirred at 80 °C for >1 h. The thin-film fabrication is conducted by doctor-blading 
from the hot solutions on 170-µm-thin glass substrates followed by a 30 s solvent–
vapour–annealing post-deposition treatment with tetrahydrofuran29. This results 
in thin-film layers with thickness of roughly 100 nm in which the A–D–A oligomer 
forms small ordered aggregates with typical grain sizes of 20–50 nm (refs. 29,33). 
The linear absorption spectrum of the thin-film samples is recorded at room 
temperature with a Shimadzu SolidSpec-3700 spectrophotometer and is shown  
in Fig. 1c.

Experimental pump-probe and 2D electronic spectroscopy setup. The 
differential transmission spectra ΔT/T and 2DES maps are recorded using a 
home-built femtosecond spectrometer in a partially collinear pump-probe 
configuration (Supplementary Fig. 1a). A home-built non-collinear optical 
parametric amplifier, pumped by the second harmonic of a regeneratively 
amplified Ti:Sapphire laser (Spectra Physics Spitfire Pro), delivering 150-fs 
pulses centred at 800 nm with a repetition rate of 5 kHz, is used to generate 
ultrabroadband pulses with a spectrum ranging from roughly 1.7 to 2.4 eV 
(Supplementary Fig. 1b), matching the low-energy absorption band of the 
aggregate thin film (Fig. 1c). Chirped mirrors (Laser Quantum DCM9, not shown 
in Supplementary Fig. 1) are used to compress the optical pulses. Second harmonic 
generation frequency-resolved optical gating (Supplementary Fig. 1c) is used 
to characterize the optical pulses, resulting in a pulse duration of about 8 fs. A 
broadband beam splitter is used to separate the beam into pump and probe arms. 
For 2DES, the collinear pump–pulse pair is generated by a common path delay 
line (TWINS)50 on the basis of birefringent wedges. To compensate the dispersion 
introduced by the wedges, an additional pair of chirped mirrors (Laser Quantum 
DCM10) is put in the pump arm of the setup before the TWINS. The time delay 
between the two phase-locked pump pulses (coherence time) τ is scanned with 
a motorized translation stage (Physik Instrumente M122.2DD). To calibrate τ, 
during the experiment a small fraction of the pump beam is sent to a photodiode 
that records the time-domain interference signal of the two pump pulses during 
the measurement35. For the two-pulse differential transmission measurements,  
τ is set to zero.

The waiting time T, defined as the time delay between the pump–pulse 
pair and the probe beam, is controlled by another motorized translation stage 
(Physik Instrumente M-111.1DG). Pump and probe beams are focused onto 
the sample to a spot size of roughly 70 µm with a spherical mirror. The relative 
polarization between the linearly polarized pump and probe pulses is set to 
roughly 55°. After the sample, the transmitted probe beam is dispersed in a 
monochromator and recorded with a 1,024-pixel CCD-array (Entwicklungsbüro 
Stresing), whereas the transmitted pump beam is blocked. A mechanical chopper 
in the pump arm modulates the presence of the pump pulses at a frequency of 
500 Hz, such that experimentally normalized differential transmission spectra 
ΔT τ;T ;EDð Þ
T τ;T;EDð Þ ¼ Ton τ;T ;EDð Þ�Toff τ;T;EDð Þ

Toff τ;T ;EDð Þ
I

 are recorded as a function of the time delays τ and 

T, and of the detection energy ED. Here Ton (Toff) denotes the transmitted probe 
beam intensity spectrum after the sample recorded when the pump is switched on 
(off). Absorptive 2DES maps A2D(EX,T,ED) are obtained by taking the real part of 

the Fourier transform of the measured signal ΔT τ;T ;EDð Þ
T τ;T;EDð Þ
I

along the coherence time 

τ, A2D EX;T; EDð Þ ¼ Re
R1

0

ΔT τ;T ;EDð Þ
T τ;T;EDð Þ e

�i
EX
ℏ τdτ

 

I

, to obtain the excitation energy EX 

axis. Before this, for each T and ED, all the measured signals are multiplied with a 

Gaussian filter G τð Þ ¼ e
�4 ln 2 τ

τF

� �2

I
, with τF = 180 fs the full-width at half maximum, 

to minimize the effect of truncation on the Fourier transform35.

Non-adiabatic excited-state dynamics calculations. Simulations of non-adiabatic 
excited-state dynamics are performed on an antifacial oligomer dimer (Fig. 1c  
and Supplementary Fig. 8). The side chains are removed to reduce the 
computational costs. We have used density functional theory (DFT) to generate 
initial structures of a monomer (oligomer) and the respective dimer. Both systems 
are optimized using the quantum chemical program package Orca v.4.0.1 (ref. 51). 
The CAM-B3LYP (Coulomb attenuating method with Becke, three-parameter, 
Lee–Yang–Parr) functional52 in combination with a single-zeta quality all-electron 
basis set is used and dispersion interactions are taken into account via Grimme’s 
empirical correction according to v.D3 (ref. 53) with Becke–Johnson damping54. 
The last dispersive corrections are particularly important to simulate realistic 
interacting dimer configurations. We further use a time-dependent DFT approach 
with the same functional/basis set to calculate the reference absorption spectra of 
molecules. These spectra are compared to experiment and serve as benchmark for 
excited-state structure for a simpler configuration interaction singles (CIS) level 
combined with the Austin model 1 (AM1) Hamiltonian used for excited-state 

dynamics simulations (the method is described below). Overall time-dependent 
DFT and AM1/CIS approaches produce similar absorption spectra for monomer 
and dimer (Fig. 3a and Supplementary Figs. 7e and 8a) consistent with experiment 
(Fig. 1c and Supplementary Fig. 7d) as judged by a pronounced band-gap 
absorption peak and the overall line shape. Notably, in all the cases theoretical 
spectra are blue-shifted compared to experiment. For example, absorption 
spectrum of a dimer is shifted to the blue by about 0.5 eV in AM1/CIS compared to 
experiment. This is attributed to several reasons. First, our simulations use a dimer, 
being a minimal model, instead of larger aggregates present in the experiments. 
Moreover, dielectric medium effects absent in the simulations, cause red shifts in 
the spectra. Second, the semiempirical level of theory is not exact and typically 
has an accuracy 0.2–0.4 eV when describing absorption spectra of conjugated 
molecules, as exemplified in a recent review55. These comparisons allow us to 
identify the essential excited states participating in the dynamics and to prepare 
an initial photoexcitation consistent with spectroscopic probes for our dynamical 
simulations.

The semiempirical non-adiabatic excited-state molecular dynamics (NEXMD) 
package (https://github.com/lanl/NEXMD)55 is further used for all dynamical 
simulations of excited states. The NEXMD relies on an improved Tully’s fewest 
switches surface hopping algorithm56 for modelling non-adiabatic dynamics 
as described in detail in the recent review55, which exemplifies many previous 
successful NEXMD applications. In the fewest switches surface hopping algorithm, 
the probability of the hop is chosen in a Monte Carlo-like fashion with  
hopping probability being proportional to the square of the non-adiabatic  
coupling vector.

dαβ ¼ ϕα r;R tð Þð Þj∇Rϕβ r;R tð Þð Þ
D E

; ð1Þ

where r and R(t) are the electronic and nuclear vector coordinates, respectively, 
∇R stands for differentiation with respect to nuclear coordinates, and 
ϕα r;R tð Þð Þ ϕβ r;R tð Þð Þ

� �

I

 is the CIS adiabatic wavefunction of the αth (βth) 
electronic state. The direction of dαβ corresponds to the direction of the main 
force on the nuclei during strong non-adiabatic interactions between αth and βth 
electronic states55. All ingredients for non-adiabatic dynamics such as excited-state 
energies, gradients, transition density matrices and non-adiabatic coupling vectors 
are calculated ‘on the fly’ at AM1/CIS level as implemented in NEXMD57. A 1-ns 
constrained ground state trajectories at room (300 K) and low (10 K) temperature 
are performed to collect 500 snapshots of initial configurations for the excited-state 
dynamics. The Langevin thermostat and a friction coefficient γ = 20.0 ps is used. 
During the constrained ground state simulations, six atomic coordinates are held 
fixed (Supplementary Fig. 8) to compensate for the lack of dispersion corrections 
in the semiempirical approach. The optical spectrum is generated from 500 
single-point calculations by averaging over all spectra from all geometries.  
The total optical absorbance A for all excitation energies Ω is broadened by a 
Gaussian line shape and weighted by the oscillator strength f of each excited state 
|α〉 included,

A Ωð Þ ¼ 1
Ni

XNi

i

XNα

α

f iα Ωαð Þ´ 1ffiffiffiffiffiffiffiffiffiffi
2πσ2

p exp � Ωα �Ωð Þ2
2σ2

 
: ð2Þ

The index i runs over all geometries Ni, whereas the index α over all 
excited-state energies Nα. A simulated laser pulse is used to populate the initial 
excited state for each configuration according to the Franck–Condon window, 
given by

gα r;Rð Þ ¼ fα
Ω2

α

� �
exp �σ2 Elaser �Ωαð Þ2

� �
: ð3Þ

Here, Elaser represents the central energy of the laser pulse and is taken as 
2.44 eV (2.46 eV) for the calculations at 300 K (10 K). The excitation energy width 
is given by the transform-limited relation of a Gaussian laser pulse f(t) = exp(t2/2σ2) 
with a full-width at half maximum of 12 fs, giving a standard deviation of 
σ = 0.15 eV (σ = 0.25 eV) for 300 K (10 K). A classical time step of 0.1 fs and a 
quantum time step of 0.025 fs have been used for the propagation of nuclear and 
electronic degrees of freedom, respectively. Electronic decoherence is taken into 
account using an instantaneous decoherence procedure58 where coefficients are 
reinitialized after successful and attempted hops. The evolution of the entire 
ensemble of trajectories defines the dynamics of the photoexcited wave packet 
and thus relevant to experimental relaxation timescales (Fig. 3b). In addition, 
characteristic trajectory examples are chosen to analyse representative dynamics of 
wavefunctions and vibrational degrees of freedom. Here, the spatial extent of the 
wavefunctions is examined using transition density matrices44,

ρ0α
� �

nm¼ ϕα r;R tð Þð Þ cyncm
�� ��ϕ0 r;R tð Þð Þ

� �
; ð4Þ

where cyn cmð Þ
I

 are creation (annihilation) operators, n and m denote atomic orbital 
basis functions and ϕ0(t) and ϕα(t) are the ground and excited-state wavefunctions. 
Therefore, the diagonal elements ρ0αð Þnn

I
 represent the net change in the electronic 

density induced on an atomic orbital for a ground to excited-state electronic 
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transition (Fig. 3d and Supplementary Figs. 7b and 8b). The normalization 
condition 

P
nm

ρ0αð Þ2nm ¼ 1

I

 holds for the CIS approximation59. In this scheme, the 

fraction of the transition density localized on either the top or bottom oligomer 
unit of the dimer can be calculated by adding the contributions from each  
atom i in the X (X = top, bottom) oligomer unit as follows,

ρ0α
� 2

X¼
X

nimi ;i2X
ρ0α
� 2

nimi
: ð5Þ

At a given time, the intramolecular vibrations are described as a set of 
well-defined and independent harmonic oscillators60. The gradients are calculated 
analytically, whereas the second derivatives are obtained numerically. When the 
Hessian matrix is diagonalized, a set of excited-state instantaneous normal mode 
ES� INMðSαÞ
I

 vectors Qi
α

� �
i¼1;3N

I

 can be expressed as a linear combination of 
Cartesian displacements ∂R,

Qi
α tð Þ ¼

X3N

j¼1

lijα∂R
j
t ; ð6Þ

where lijα are coefficients of the corresponding eigenvector matrix Lα. Projection of 
the non-adiabatic coupling vector d2,1 on the basis of ES-INM(S2) and ES-INM(S1) 
at the moment of transition thop is given by

d2;1 thop
� 

¼
X3N�6

j

aj2 thop
� 

Qj
2 thop
� 

¼
X3N�6

j

bj1 thop
� 

Qj
1 thop
� 

: ð7Þ

where coefficients aj2
I

 and bj1
I

 reflect participation of vibrational modes of the first 
and second excited states, respectively.

Data availability
The data that support the findings of this study, large data sets stored in the data 
repositories of different institutions in different countries, are available from the 
authors upon reasonable request.

Code availability
The NEXMD code is available at https://github.com/lanl/NEXMD. This program is 
open source under the BSD-3 Licence.
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