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principles study

T. Koérzdorfer,"® S. Tretiak,? and S. Kimmel'

1Physics Institute, University of Bayreuth, D-95440 Bayreuth, Germany
*Theoretical Division, Center for Nonlinear Studies (CNLS) and Center for Integrated Nanotechnologies
(CINT), Los Alamos National Laboratory, Los Alamos, New Mexico 87545, USA

(Received 14 April 2009; accepted 9 June 2009; published online 21 July 2009)

Perylene bisimide and triphenyl diamine are prototypical organic dyes frequently used in organic
solar cells and light emitting devices. Recent Forster-resonant-energy-transfer experiments on a
bridged organic dyad consisting of triphenyl diamine as an energy-donor and perylene bisimide as
an energy-acceptor revealed a strong fluorescence quenching on the perylene bisimide. This
quenching is absent in a solution of free donors and acceptors and thus attributed to the presence of
the saturated CH,O(CH,) ,-bridge. We investigate the cause of the fluorescence quenching as well
as the special role of the covalently bound bridge by means of time dependent density functional
theory and molecular dynamics. The conformational dynamics of the bridged system leads to a
charge transfer process between donor and acceptor that causes the acceptor fluorescence
quenching. © 2009 American Institute of Physics. [DOI: 10.1063/1.3160666]

I. INTRODUCTION

Photoinduced transfer of electronic excitation energy
and charges are among the most prominent phenomena both
in biology, e.g., in photosynthesis, and in modern material
science, e.g., in organic solar cells or light emitting diodes.
In the past decades, considerable progress has been made in
the understanding of energy and charge transfer processes.
Hopes are high that a better understanding will allow one to
improve the efficiency of organic photovoltaics (see Refs.
1-4 for an overview). In many investigations, especially tai-
lored model systems based on m-conjugated organic mol-
ecules play a prominent role. Examples are molecular
switches,’ light harvesting systems,6 dendrimers’ and self-
organized polymers8 based on perylene dyes, J—aggregates,9
and organic donor-bridge-acceptor (DBA) systems.'* 2

Among the most prominent organic compounds used in
these model systems, as well as in current applications are
the 7r-conjugated dyes perylene bisimide (PTCDI) and triph-
enyldiamine (TPD) (see Fig. 1). PTCDI is a thermally and
photochemically stable organic semiconductor that grows
highly ordered thin films on different inorganic substrates
and has been incorporated in a variety of electronic devices
such as organic field-effect transistors'® or photovoltaics.14
TPD is widely used in hole transport layers of photoelec-
tronic devices' due to its good hole injection and mobility
characteristics. Furthermore, both PTCDI and TPD show
strong fluorescence in the visible range12 and the emission
spectrum of TPD overlaps with the absorption spectrum of
PTCDI. Thus, TPD and PTCDI are an ideal pair to study
resonant excitation energy transfer.

Following this line of thought, a DBA system consisting
of TPD (D) as an energy-donor and PTCDI (A) as an energy
acceptor linked by a saturated and flexible CH,O(CH,),-
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bridge (B) has recently been synthesized'' and studied'” as a
model system for excitation energy transfer. Making use of
time-resolved and fluorescence emission spectroscopy this
study revealed an efficient photoinduced energy transfer
from D to A. However, simultaneously a strong quenching of
the A-fluorescence was found. As this quenching is absent in
a solution of free donors and acceptors, it is obviously attrib-
uted to the presence of the saturated bridge. The aim of this
manuscript is to clarify the role of the saturated bridge in the
quenching process by means of time-dependent density func-
tional theory (TDDFT) and molecular dynamics (MD).

To this end, our manuscript is organized as follows: after
a short introduction to the experimental observations, we
summarize the used methods in Sec. III. In Sec. IV we
present and discuss our results before concluding in Sec. V.

Il. THE EXPERIMENT

In the following we introduce the experimental results as
far as this is necessary to follow the upcoming discussion.
Details can be found in the original publication.12 The
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FIG. 1. The investigated materials: TPD (D): N,N’-Bis(3-methylphenyl)-
N,N’-bis(phenyl)benzidine, PTCDI (A): 2,9-Bis-(1-heptyl-octyl)-anthra-
[2,1,9-def; 6,5,10-d’e’ f' ]-diisochinoline-1,3,8,10-tetraone, DBA molecule:
9-[12-N-(4-benzyloxy)-N,N’,N’-triphenyl  benzidinedodecyl]-2-(1-hepty-
loctyl)-anthra-[2,1,9-def;6,5,10-d" e’ f' ]-diisochinoline-1,3,8,10-tetraone.
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FIG. 2. (a) Absorption and emission spectra of D and A in toluene. (b)
Absorption and emission spectra of DBA in toluene. The emission spectrum
of DBA has been excited at 3.5 eV (Ref. 17).

system under investigation is the DBA molecule
9-[12-N-(4-benzyloxy)-N,N' ,N’'-triphenyl benzidine-
dodecyl]-2-(1-heptyloctyl)-anthra-[2,1,9-def;6,5,10-d"e’ /' ]-
diisochinoline-1,3,8,10-tetraone (see Fig. 1), which we will
abbreviate as DBA in the following. Initially, D and A were
dissolved separately in toluene and investigated via fluores-
cence spectroscopy. Figure 2(a) shows the absorption and
emission spectra of D and A. After chemically linking D and
A with the CH,O(CH,) ,-bridge and dissolving the resulting
DBA in toluene the absorption spectrum shown in Fig. 2(b)
is measured. In addition, Fig. 2(b) provides the emission
spectrum of DBA as induced by an excitation at 3.5 eV, i.e.,
at the absorption energy of D. Obviously, the excitation of D
is followed by an efficient excitation energy transfer to A.
Thus, the resulting DBA emission spectrum appears as a su-
perposition of the D and A emission spectra. Apart from this,
the saturated bridge has only minor effects on the position of
the absorption and emission energies.

The decay rates kp and k, of D and A, respectively, are
provided in Table I. The energy transfer in DBA and in a
solution of free donors and acceptors (D+A) leads to an
increase in the measured decay rate kBBA of D in DBA, i.e.,

kBBA=kD+kET. (1)

Thus, the energy transfer rate kgt can be determined by mea-
suring kp and kBBA. Utilizing kgr in the standard Forster-

TABLE I. Experimental fluorescence energies and decay rates of D, A, D
+A (at concentrations ¢cp=2.3 mM and ¢,=6.2 mM) and DBA in toluene
as provided in Ref. 12; energies are taken at the maxima of the emission
spectra; exp. kp in DBA is on the edge of the instrument response threshold.

Ep kp E\ k

(eV) (1/ns) (eV) (1/ns)
D 3.1 1.18 e e
A e e 2.3 0.25
D+A 3.1 1.75 2.3 0.25
DBA 3.1 >12.5 2.3 0.59
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resonant-energy-transfer (FRET)-methodology, the authors
of Ref. 12 derive a D-A distance in DBA that corresponds to
a fully stretched conformation of the bridge.

Note that Table I reveals evidence on other electronic
processes in the system. The substantial increase in the decay
rate ks>® of A in DBA as compared to free A indicates an
efficient quenching process. From

KA = ko + kg, (2)

one finds a quenching rate k, of 0.33 1/ns. This finding re-
veals the presence of an additional nonradiative decay chan-
nel in the bridged system. In contrast to the energy transfer
process [see. Eq. (1)], this decay channel is absent in a solu-
tion of free donors and acceptors. Furthermore, it occurs in-
dependently of the energy transfer passage, i.e., the quench-
ing can also be observed if one excites DBA directly at the A
absorption.

A possible and frequently invoked explanation for fluo-
rescence quenching in this type of systems is charge transfer.
A charge transfer coupling between D and A could be caused
either by a superexchange coupling through the saturated
bridge (see e.g., Refs. 1, 2, and 16 for an overview of the
superexchange formalism) or by a collapse of the bridge in
solution that leads to orbital overlap of D and A. As for the
former, a superexchange coupling as strong as the one ob-
served here would be quite unusual considering the length of
the CH,0(CH,),,-bridge. Our DFT calculations described
below address questions of electronic coupling insofar as
they give detailed insight into the electronic properties of the
DBA-system. As for the latter, it must be noted that a col-
lapse of the bridge in solution seems to contradict the find-
ings of Ref. 12 concerning the distance between D and A.
The derivation of this distance however is based on the
FRET-methodology, i.e., D and A are approximated as inter-
acting point dipoles. Higher order multipoles as well as elec-
tronic and vibrational couplings of D, B, and A are com-
pletely neglected. Depending on the particularities of the
investigated system, these approximations can influence the
distance-dependence ~ of  the  energy-transfer  rate
signiﬁcantly.18 Therefore, distances derived by using stan-
dard FRET-methodology can either be over- or underesti-
mated. As a consequence, the D-A distance derived in Ref.
12 may not be trustworthy. However, if the hydrocarbon
bridge folds so that D and A couple electronically, one would
expect this coupling to have a significant influence on the
measured DBA-spectra, e.g., similar to the situation found
for the PTCDI dimer whose spectrum shows strong devia-
tions from the monomer spectrum due to orbital overlap.19
Yet Fig. 2 demonstrates that this is not the case.

Summing up these observations one can only conclude
that the information from the fluorescence spectroscopy mea-
surements is not conclusive. A theoretical analysis can shed
light on these findings. Therefore a detailed study of the role
of the bridge in the observed fluorescence quenching by
means of DFT, TDDFT, and MD is the aim of this manu-
script.
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lll. METHODOLOGY

Quantum chemical calculations are performed using the
linear-response TDDFT formalism as implemented in the
TURBOMOLE v5.10 (Ref. 20) and GAUSSIANO3 (Ref. 21) pro-
gram packages. Ground state molecular geometries of D, A,
and DBA are obtained from TURBOMOLE geometry
optimization 2 employing an  empirical  dispersion
correction.” Unless otherwise noted, all DFT and TDDFT
calculations make use of the B3LYP functional® and an SVP
basis set.” No symmetries are enforced. Solution effects are
simulated using cosMo.®?” The natural transition orbitals
(NTO) approach® is used to identify and visualize electronic
excitations. MD calculations are performed using the TINKER
program package29 and the MM3 force field.* Pre- and post-
processing operations are performed with the help of VIEW-
MOL (Ref. 31) and vMmD.>

IV. RESULTS AND DISCUSSION

We start our computational analysis by calculating the
ground-state geometrical structures and Kohn—-Sham (KS) ei-
genvalue spectra of D and A using DFT. Unless otherwise
noted, the C,;H;s-sidechains of A are replaced with hydro-
gens in all quantum chemical calculations presented in this
work. Their only purpose in the experiments is to increase
the solubility of A. Beyond this, an influence of the
sidechains on the ground state and/or the excited state prop-
erties of A was observed neither experimentally'2 nor
computationally.33

The geometrical structures we derived agree with the
ones from earlier DFT calculations for D (Ref. 34) and A.*
For details on bond length and angles we therefore refer the
reader to those publications.

According to Janak’s theorem,*® the KS eigenvalue of
the highest occupied molecular orbital (HOMO) calculated
with the exact density-functional equals the ionization poten-
tial (IP).>” Furthermore the difference between the HOMO
and the lowest unoccupied molecular orbital (LUMO) eigen-
values can be interpreted as an approximation to the experi-
mental excitation energy.38 39 Although strictly speaking the
latter approximation is not applicable to hybrid functionals, it
is known in the literature that in practice the B3-LYP gap
often yields a good approximation to the true optical ga\p.‘m’41
Following this line of thought, one can gain a first insight
into the processes involved in the above described experi-
ments by drawing a highly approximative but instructive
one-particle picture.

We start by comparing our DFT results with cyclic vol-
tametry experiments.” The HOMO energies of —4.90 eV for
D and —5.92 eV for A agree well with the experimental IPs
of —5.10 and —6.03 eV, respectively. Using the calculated
LUMO-energies of —1.16 eV for D and —3.43 eV for A
yields approximative excitation energies of 3.74 and 2.49 eV.
They compare surprisingly well with the experimentally ob-
served excitation energies of 3.5 and 2.35 eV, respectively.42
The uppermost box in Fig. 3 sketches the relative position of
the HOMO- and LUMO-energies of D and A, drawing an
intuitive one-particle picture of the observed processes. As
indicated by the left hand sides of the two circles in Fig. 3,
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FIG. 3. Approximative one-particle picture of the observed processes in DA
following optical excitation. HOMO (H) and LUMO (L) energies are posi-
tioned according to DFT results. Energy transfer, charge transfer, and charge
recombination are nonradiative processes and therefore cannot be observed
directly in fluorescence spectroscopy measurements.

there are two main pathways for going from a mixture of free
donors and acceptors in their ground states (DA) to a con-
figuration with an excited acceptor (DA*). While the inner
circle indicates the obvious pathway, i.e., the direct excita-
tion of DA at the acceptor absorption energy, the outer circle
involves an excitation of DA at the donor absorption energy
followed by a nonradiative energy transfer to the acceptor. It
is important to recapture that in Ref. 12 these two pathways
have been used experimentally to generate DBA™ and that
for both pathways an efficient quenching of the acceptor
fluorescence was found. Therefore, besides the acceptor fluo-
rescence (indicated by the inner circle on the right hand side
of Fig. 3) there must exist at least one additional, nonradia-
tive pathway going back from the photoexcited state (DA™)
to the ground state (DA).

The approximative one-particle picture suggests such a
nonradiative pathway. It is indicated by the outer circle on
the right hand side of Fig. 3. Starting from DA”, the system
undergoes a charge transfer from the HOMO of D to the
HOMO of A. This charge-separated state turns into the neu-
tral state through charge recombination. Obviously, the oc-
currence of this pathway requires charge transfer coupling
between D and A. Contrary to the long-range energy transfer
coupling which falls off as ~1/ PB charge transfer coupling
is a short-range interaction that decays exponentially.l As a
consequence, there is a wide range of D-A distances in which
energy transfer takes place whereas charge transfer does not.
Obviously, the D+ A mixture investigated in Ref. 12 features
such distances. However, the fluorescence quenching in
DBA indicates that the inclusion of the saturated bridge in-
troduces charge transfer coupling between D and A and
thereby opens the nonradiative de-excitation pathway sug-
gested by the outer circle in Fig. 3.

In order to test the influence of the saturated bridge on
the electronic structure of DBA we now calculate the DBA
ground state with DFT. We start by analyzing the DBA con-
formation in which the saturated bridge is completely
stretched. Clearly, this constitutes an important limit, not
least because the experimental results predict such a
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TABLE II. Excitation energies (in eV) and oscillator strengths (in atomic
units) of D, A, D+A, and DBA in stretched and folded bridge geometry. The
folded bridge geometry is the MD-step 2 geometry (see Fig. 5 and discus-
sion in the text). Corresponding NTOs are provided in Fig. 6.

A D D+A DBA stretched DBA folded
2.41(0.627) 2.41(0.630) 2.40(0.707) 2.41(0.581)
3.26(0.107)
3.28(0.021)

3.27(1.128)  3.27(1.129) 3.26(1.198) 3.31(0.967)

3.55(0.056) 3.55(0.054) 3.53(0.037) 3.58(0.019)
3.61(0.035)
3.59(0.015)  3.59(0.014) 3.58(0.016) 3.62(0.017)

bridge—conformation.12 The main result of our computational
analysis of stretched DBA is that the influence of the satu-
rated bridge on the geometrical and electronical structure of
D and A is negligible. The bridge features a large HOMO-
LUMO gap of 9.85 eV. As a consequence, it does not affect
the electronic spectra of D and A in the energy range close to
their HOMO and LUMO eigenvalues. The orbitals of DBA
can strictly be separated into A-, B-, and D-orbitals and even
for energetically close-lying D- and A-states no splitting of
the KS-eigenvalues can be observed within the numerical
accuracy. Thus, there is no evidence for a through-bond
charge transfer coupling of D and A in the electronic ground-
state of stretched DBA. Considering the length and the
HOMO-LUMO gap of the saturated hydrocarbon bridge, this
finding is in line with earlier works on through-bond cou-
plings (see, e.g., Ref. 16).

Now we go over to excited-state calculations. Table II
shows TDDFT excitation energies and oscillator strengths
for D, A, D+A, and DBA. For free D and A one obtains
strong HOMO-LUMO transitions with large oscillator
strengths at 2.41 and 3.27 eV, respectively. This is in good
agreement with the experimental absorption spectrum.

For the investigation of D+A, we choose the relative
orientation and distance of D and A such that is consistent
with the geometry of DBA in a stretched-bridge conforma-
tion. Thus, we make sure that possible differences between
the stretched DBA and D+A calculations originate only
from the inclusion of the bridge. As a large number of exci-
tations with zero or almost zero oscillator strengths is intro-
duced by the simultaneous calculation of D and A in one
system, we only provide those excitation energies with oscil-
lator strengths larger than 1072 in one of the geometries. In
Table II we compare energies and oscillator strengths of cor-
responding excitations in different systems. The good agree-
ment of the excitation energies and oscillator strengths of
stretched DBA and D+A shows that in this case the influ-
ence of the saturated bridge is clearly negligible.

After having investigated the stretched DBA-system, the
close lying next step is to investigate other conformations.
However, from the computational point of view finding the
global minimum of DBA is challenging as the corresponding
high-dimensional energy-landscape is very flat. This is a con-
sequence of the large number of energetically inexpensive
conformational changes in the bridge. We have performed

J. Chem. Phys. 131, 034310 (2009)

FIG. 4. MD-simulation of DBA in pentane. During the calculation, the
periodic boundary box including 1170 pentane-molecules and one DBA is
kept at a temperature of 298 K and a pressure of 1 atm. The time step used
for the MD is 1 fs.

several steepest descent optimizations starting from different
initial geometries. The local minimum in which the steepest
descent relaxation ends up is strongly predetermined by the
initial guess. Finding the global energy minimum would
therefore require extensive simulated annealing, which is
computationally costly. Yet more importantly, for further un-
derstanding of the experimental data it is not just one mini-
mum that is of interest, but the finite-temperature conforma-
tional dynamics of DBA in solution.

Therefore, we now go over to an analysis of the confor-
mational dynamics of DBA in solution (see Fig. 4) using
MD. This step is motivated by the fact that up to this point,
our results do not give any indication for a charge transfer
coupling between D and A in the stretched bridge conforma-
tion of DBA. We set up MD-simulations of DBA in different
solvents, assuming periodic boundary conditions, room-
temperature and pressure. Solvents are taken into account
explicitely. Different from the quantum chemical calcula-
tions, in the MD we explicitely take into account the
C;H,s-sidechains on A as they considerably influence its
solubility. For the following analysis, we use the distance
(|7sp|) between D and A, as well as the orientation factor «*
defined via the normalized transition dipoles (JD and d \) by

k*=(cos O —3 cos Op cos O4), (3)
where

cos O, = JDJA, 4)

COS ®D = JDFAD’ (5)

COS ®A=‘ZA7AD’ (6)

(see also Fig. 4). A plot of the the D-A distance and «? as
derived from an MD-calculation of DBA in pentane is given
in Fig. 5. Starting from a stretched conformation the bridge
immediately starts to fold. After 2.5 ns the bridge has col-
lapsed completely. Henceforward, D and A remain stacked at
a distance of ~5 A and go on executing a shear movement
in the stacked position (as can be derived from the plot of
«%). We repeated the MD-simulation using a variety of dif-
ferent polar (ethanole, acetone, and toluene) and unpolar
(pentane, decane, dodecane, and hexadecane) solvents. In all
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FIG. 5. Distance |F5p| between D and A (see Fig. 4) and orientation factor
«? [see Eq. (3)] from an MD-calculation of DBA in pentane. Starting from a
stretched bridge conformation, the fast folding of the bridge is followed by
a shear movement of the stacked D and A.

cases we found qualitatively the same behavior. However,
polarity and viscosity of the different solvents influence the
average D-A distances and the time scale of the folding pro-
cess. A detailed analysis of the influence of different solvents
on the fluorescence depolarization and on the energy-and
charge-transfer rates is thus subject of future experimental
and theoretical work.

In this work however, our focus is on the charge transfer
coupling between D and A. To this end, we analyze DBA for
three different stages of the folding process by means of DFT
and TDDFT. These stages are indicated in Fig. 5.

The first step of our MD analysis (DBA1) corresponds to
the stretched bridge conformation and has been analyzed in
detail above. In step 2 (DBA2) the folding process has
evolved to a D-A distance of ~10 A. Still, we observe no
indication for electronic coupling between D and A in the
ground-state calculations. In step 3 (DBA3) D and A are
stacked at their final distance of ~5 A. Note that the initial
(DBAI) and final (DBA3) geometries of DBA are reopti-
mized to the next local minimum of the corresponding
bridge-conformation. In contrast, the DBA2 geometry is di-
rectly taken from the MD.* From these calculations we find
that the stacked configuration of DBA3 is energetically fa-
vored by approximately 0.55 eV as compared to DBA1 due
to a m-r-stacking of D and A. The KS-orbitals at the Fermi-

J. Chem. Phys. 131, 034310 (2009)

level can no longer be unambiguously associated with D or
A and their energies are shifted, e.g., compared to DBAI the
HOMO of A is shifted by +0.2 eV while the HOMO of D is
shifted by +0.1 eV. Hence, we can clearly identify elec-
tronic coupling between D and A in DBA3 (see also discus-
sion below). As discussed above, the electronic coupling be-
tween D and A can explain the fluorescence quenching on A.
Importantly, the stacked configuration of DBA3 is thermally
stable due to the large 7-m-binding energy. Therefore, we
expect that the soluted DBA most frequently occurs in the
stacked configuration. However, one might wonder why this
strong coupling cannot be observed in the experimental spec-
tra. In search for an answer to this question we analyze the
excited-state properties of DBA1-3 by means of TDDFT in
the following.

A tool that allows us to visualize electronic excitations
and thus facilitates the interpretation of the TDDFT results
for DBA is the NTOs approach developed in Ref. 28. Given
a TDDFT transition density, the NTOs provide its graphical
representation in real-space by expanding the electronic ex-
citations in the space of single KS transitions. As a result,
TDDFT excitations can be characterized by single particle
transitions from a hole-NTO to an electron-NTO. Thus, the
NTO approach is frequently used to identify and visualize
charge-transfer excitations in TDDFT.** In our work, we
use the NTOs in order to analyze the occurrence of charge-
transfer excitations in the folded DBA.

Again, for DBAI1 a detailed analysis of the excited state
properties is provided above. As a summary of those results,
the spectrum of DBAI is basically a superposition of the
excited state spectra of D and A. However, already for DBA2
the picture changes significantly. In Table II, the excitation
energies and oscillator strengths of DBA?2 (folded DBA) are
compared to those of DBAI (stretched DBA) and D+A. Ob-
viously, a number of “new” excitations with nonvanishing
oscillator strengths appear. The analysis of these excitations
with the help of NTOs (as provided for one example in Fig.
6) reveals that these new excitations have charge-transfer

DBAI DBA2 DBA3
I r % - N 3 ( A
3.6 _ 3.6F & i 3.6F L .
o ‘V\J,x,,w" - M‘\&; m L ¢ : )
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FIG. 6. TDDFT excitation spectra (see also Table II) and NTO of DBA at three stages of the MD (see Fig. 5). While in the stretched bridge conformation only
pure D- and A-states occur, the folding introduces charge-transfer states. In the stacked position, a clear separation of D- and A-excitations from charge-

transfer excitations is no longer possible.
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character, i.e., hole- and electron-NTO are located on differ-
ent parts of the DBA-molecule with some nonvanishing or-
bital overlap.

It is well known that local and semilocal functionals
typically do not predict charge-transfer excitation correctly.47
Although B3LYP has been shown to yield reasonable results
for some charge-transfer excitations,” one cannot expect it
to be generally accurate. This expectation is strengthened by
the observation that the excitation energies of the new exci-
tations in DBA2 vary by several eV when tuning the fraction
of exact exchange in the used functional.*® However, the
purpose of our study is not to predict the energies of the
charge-transfer excitations accurately—for our purposes it is
enough to establish that charge transfer excitations appear.
This is established without doubt by our calculations. For a
detailed discussion of the charge-transfer excitation problem
in TDDFT and how to deal with it we refer the reader to the
pertinent literature. "’

Coming to DBA3, the excitation spectrum still shows
major excitations at the original D and A excitation energies.
However, the NTO-analysis reveals that the nature of these
excitations has changed significantly. Obviously, a clear
separation of D and A excitations is no longer possible in
DBA3. Moreover, new excitations appear at the excitation
energy of D. The corresponding NTOs allow for the interpre-
tation that these are excitations of the newly formed D-A
complex.

At this point, one might wonder whether the above men-
tioned problem of commonly used density functionals in pre-
dicting long-range charge-transfer excitations does affect the
energy of those new excitations. Note however that it is not
possible to distinguish clearly between charge-transfer and
noncharge-transfer excitations in DBA3, as one can see from
the NTOs shown in Fig. 6. This is due to the strong elec-
tronic coupling between D and A that has already been ob-
served in the ground-state calculations. Moreover, in DBA3
the D-A distance and thus the importance of the correct de-
scription of long-range charge-transfer excitations of the
used density functional is significantly reduced as compared
to DBA2. As a consequence, it is reasonable to assume that
long-range charge transfer does not play a prominent role in
our calculations on DBA3. In order to test the above reason-
ing we repeated the excited state calculations on DBA3 with
a number of functionals that employ different fractions of
exact exchange. Different from DBA2 and different from
what would be expected for long-range charge-transfer exci-
tations, here the fraction of exact exchange has only a minor
effect on the new excitations of the DA complex.50 Thus our
results are not affected significantly by the long-range
charge-transfer problem of commonly used functionals.

Note also that although the nature of the excitations
shown in Fig. 6 changes drastically when going from DBA1
to DBA3, the shift of the excitation energies is surprisingly
small. Considering a vibrational broadening of the experi-
mental spectra of 0.1 eV and a computational accuracy of
our approach of approximately the same magnitude, this shift
of the excitation energies is negligible. This explains why the
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m--stacking of D and A cannot be observed directly in the
absorption spectra. However, it becomes apparent in the
A-fluorescence quenching in DBA.

The results of the above TDDFT analysis of DBA3 al-
low for an experimental verification of our findings. In case
DBA3 de facto constitutes the most frequent configuration of
DBA in solution, one should be able to find more than one
excitation in the immediate energetic vicinity of the D exci-
tation energy. Indeed our calculations indicate that one might
not be able to distinguish between these excitations in the
absorption spectrum due to vibrational broadening. However,
one should be able to find several decay rates at the
D-emission energy in the fluorescence spectra. From an ex-
perimental point of view this poses a challenge as the effi-
cient energy transfer in DBA strongly shortens the lifetimes
(decay rates are increased) of the D fluorescence. For these
reasons, kg could not be determined exactly in Ref. 12 as
the corresponding lifetime was shorter than the instrument
response function of 80 ps. However, recent studies of DBA
employing more involved experimental techniques51 support
the notion of multiple excitation energies in the frequency
range of the donor emission.

At this point, it is important to make clear that our veri-
fication of the electronic coupling between D and A is a
qualitative and not a quantitative one. Therefore, we cannot
predict quenching rates or efficiencies. A number of ab initio
approaches for the calculation of charge transfer rates via
Marcus theory52 can be found in the literature.”> > However,
these approaches are computationally demanding and yield
charge-transfer coupling elements only for one specific dis-
tance, configuration and relative orientation of the donor and
acceptor molecules. It is also known that the electronic cou-
pling is extremely sensitive to distance, relative orientation
and displacement of donor and accept01r.3’4 In order to use
these methods for predicting the experimentally observed
quenching rates in our case, we therefore would have to do
this type of calculation for every single time step of the MD-
simulation. Clearly, this is not an option.

V. CONCLUSION

In this work, we have analyzed the role of the saturated
CH,O(CH,) ,-bridge in the fluorescence quenching mecha-
nism in a DBA system that has recently been investigated
experimentally. Using TDDFT and comparing calculations
for a mixture of free donors and acceptors to those for the
bridged DBA molecule in stretched conformation, we were
able to show that the large HOMO-LUMO-gap of the satu-
rated bridge keeps the electronic spectra of D and A com-
pletely separate. Thus, the direct influence of the bridge on
the ground- and excited-state spectra of D and A is negli-
gible. However, MD-simulations of DBA in different sol-
vents revealed that it is the mechanical influence of the
bridge that causes the acceptor-fluorescence quenching. The
bridge folds in solution so that donor and acceptor stack at a
distance of ~5 A, which is typical for -7 stacks. In this
configuration, the orbitals of donor and acceptor overlap and
their spectra are electronically coupled. This coupling opens
up a nonradiative de-excitation pathway including charge
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transfer and recombination. As a consequence, the
A-fluorescence is quenched efficiently. TDDFT calculations
on the stacked DBA revealed that the electronic coupling of
D and A cannot be directly observed in the absorption spec-
trum due to a surprisingly small shift in the excitation ener-
gies. However, the coupling leads to a multiexponential de-
cay of the DBA-fluorescence at the donor-emission energy.
This finding is in agreement with recent experimental
studies.
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