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ABSTRACT
Simulation of electronic dynamics in realistically large molecular systems is a demanding task that has not yet achieved the same level of quan-
titative prediction already realized for its static counterpart. This is particularly true for processes occurring beyond the Born–Oppenheimer
regime. Non-adiabatic molecular dynamics (NAMD) simulations suffer from two convoluted sources of error: numerical algorithms for
dynamics and electronic structure calculations. While the former has gained increasing attention, particularly addressing the validity of
ad hoc methodologies, the effect of the latter remains relatively unexplored. Indeed, the required accuracy for electronic structure calcula-
tions to reach quantitative agreement with experiment in dynamics may be even more strict than that required for static simulations. Here,
we address this issue by modeling the electronic energy transfer in a donor–acceptor–donor (D–A–D) molecular light harvesting system
using fewest switches surface hopping NAMD simulations. In the studied system, time-resolved experimental measurements deliver com-
plete information on spectra and energy transfer rates. Subsequent modeling shows that the calculated electronic transition energies are
“sufficiently good” to reproduce experimental spectra but produce over an order of magnitude error in simulated dynamical rates. We further
perform simulations using artificially shifted energy gaps to investigate the complex relationship between transition energies and modeled
dynamics to understand factors affecting non-radiative relaxation and energy transfer rates.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0028126., s

I. INTRODUCTION

As interest in photoactive materials continues,1–6 the demand
for theoretical modeling to complement experiments7 has led to a

rapid growth in the field of excited state non-adiabatic molecular
dynamics (NAMD) simulations, addressing the evolution of pho-
toexcitations in realistic materials. Non-adiabatic dynamics under-
lies many relevant photophysical and photochemical processes such
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as charge and/or energy transfer (ET), isomerization, exciton decay,
and recombination, to name a few. These electronic non-adiabatic
processes frequently occur in regions of phase space where excited
state potential energy surfaces (PESs) become very close in energy
or cross.8 Thus, NAMD simulations must describe sophisticated
processes beyond the Born–Oppenheimer approximation, giving
rise to several challenges. One part of the problem is the increased
complexity of dynamics algorithms when coupling electronic and
nuclear degrees of freedom.9 Another challenge is the need for an
ensemble of trajectories each propagated for ten thousand (or more)
time steps and requiring accurate quantum-chemical calculations of
multiple excited states (i.e., energies, gradients, and non-adiabatic
couplings) at each time step (∼107 single point calculations). This
leads to a huge numerical expense for NAMD simulations com-
pared to classical dynamics.10 Clearly, the NAMD modeling of
large molecular systems demands compromises to balance accuracy
and numerical cost.7,11 Thus, there are two main sources of error
in NAMD simulations, specifically, approximations introduced in
dynamics algorithms and electronic structure. These compound-
ing errors must both be considered in order to successfully model
dynamics.

First, numerous NAMD dynamics algorithms have been devel-
oped over the years from fully quantum12,13 to mixed quantum-
classical (MQC)14 approaches. The MQC methods are well-suited
for simulating realistically large molecular materials. Within this
category, surface hopping methods largely dominate the field of
NAMD simulations of photoactive materials.15–21 In particular,
the fewest switches surface hopping (FSSH)22 algorithm is rela-
tively simple, computationally inexpensive, and versatile. The FSSH
algorithm was first introduced by Tully in 199022 as an approxi-
mate method for correlated electron-nuclear dynamics beyond the
Born–Oppenheimer approximation. However, given that it cannot
be formally derived from first-principles, the FSSH algorithm is con-
sidered ad hoc, and the reliability of FSSH results has been the sub-
ject of extensive studies leading to the development of a variety of
alternative approaches. Nevertheless, there is broad evidence that
validates this algorithm as an efficient NAMD method, achieving
reasonable agreement with experimental measurements for a variety
of molecular systems. While we cannot go into details about differ-
ent NAMD methods and their approximations, we refer the reader
to relevant recent reviews.17,19,23 Furthermore, FSSH requires sam-
pling of both molecular conformations and the non-deterministic
wavepacket evolution. This is typically achieved simultaneously by
propagating an ensemble of trajectories, making the results sensitive
to statistical sampling and the number of trajectories in the ensem-
ble. Past studies11 have shed some light on the effects of statistical
sampling and convergence in FSSH simulation results. A variety
of previous studies aimed to improve FSSH accuracy by introduc-
ing, for example, decoherence23–33 or trivial crossing34–39 correc-
tions. Thus, sources of error in NAMD dynamics algorithms are well
quantified.19 For example, the Ehrenfest and multiple cloning meth-
ods lead to around 10%–15% deviation from surface hopping.19,40,41

Other sources of error in surface hopping (such as sampling and sta-
tistical or stochastic errors) are also well quantified,11,19 being on the
order of 10%.

On the other hand, for electronic structure calculations,
multiple methods can be applied ranging from high-accuracy
ab initio approaches42–44 to semiempirical techniques.45,46 Here, the

time-dependent self-consistent field (TD-SCF) framework, such as
time-dependent density functional theory (TD-DFT)47,48 or time-
dependent Hartree–Fock (TD-HF),49,50 is popular, owing to the abil-
ity to treat realistic molecular sizes. Reduced numerical expense
leads to inaccurate simulations where errors on the order of
±0.20 eV for absolute transition energies computed using TD-SCF
approaches are typically considered as quantitatively accurate for
modeling UV-spectra.51–53 Here and throughout, we use “transition
energy” to refer to the energy of transition between two electronic
states. However, it is not entirely obvious whether the requirements
for the electronic structure method underlying the NAMD simula-
tions should be the same as those for static simulations. Since the
non-adiabatic coupling scales inversely with the energy separation
between states (∼1/ΔE),54,55 an energy shift of 0.1 eV, which is per-
fectly acceptable in modeling spectra, may cause non-radiative relax-
ation rates simulated using NAMD to vary by orders of magnitude.
The manifestation of such errors in NAMD simulations is not at
all straightforward, and as of yet, very little progress has been made
toward understanding how inaccuracies in electronic structure cal-
culations are propagated in dynamics. This problem is already recog-
nized in the particular case of charge-transfer (CT) states. There, the
appearance and relative energy alignment of spurious dark CT states
depends strongly on the choice of the electronic structure method
and has a significant effect on excited state dynamics.56,57 To address
this question, we focus our attention on a recently synthesized small
light harvesting molecular donor, p-DTS(BT2Th3)2 (referred to as
MC2). The molecular structure, shown in Fig. 1(a), is comprised of
dithienosilole (DTS),58 5-fluoro-2,1,3-benzothiadiazole (BT),59 and
thiophene (Th)58 moieties. The donor–acceptor–donor (D–A–D)
triad structure of MC2 consists of so-called “wing” (donor) and
“core” (acceptor) units, identified in Fig. 1(a). The MC2 system is
representative of many other conjugated organic systems in which
the energy transfer occurs between donor and acceptor moieties.60–62

Notably, such D–A systems exhibit characteristic absorbance spec-
tra comprised of linear superpositions of the absorption of compo-
nent pieces, often with strong overlap,63,64 as will be demonstrated
below for MC2. The MC2 system also has the benefit of having
all bright states appearing in the absorption spectrum, and well-
known complications arising from charge-transfer states56,57 are
avoided.

Here, we use time-resolved spectroscopic probes and excited
state NAMD simulations based on the FSSH algorithm to inves-
tigate the non-radiative relaxation dynamics and concurrent elec-
tronic energy transfer in the MC2 complex. Photoluminescence (PL)
and transient absorption (TA) spectroscopies detailed here suggest
an efficient wing-to-core energy transfer on picosecond timescales
following photoexcitation of the MC2 complex. Our study reveals
how the accuracy of the electronic structure, reflected in the com-
puted energy gap between states, influences the simulated dynamics
and predicted energy transfer timescales compared to our reference
experimental data. In Sec. II, we present experimental and computa-
tional methods used for spectroscopic measurements and NAMD
modeling, respectively. In Sec. III, we present the results of our
detailed spectroscopic investigations, which reveal the characteris-
tic timescales and mechanisms underlying the energy transfer in
MC2. We also present the results of our theoretical NAMD mod-
eling of energy transfer and evaluate their accuracy compared to our
reference experimental data. Section IV presents our conclusions
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FIG. 1. (a) Chemical structure of the MC2
D–A–D molecular triad system com-
prised of wing and core units. (b) AM1
optimized ground state minimum energy
structure revealing a horseshoe config-
uration. (c) Experimental photolumines-
cence (PL) spectra of the MC2 complex
(black), isolated core (red), and isolated
wing (blue) in the toluene solution follow-
ing excitation at 320 nm. The convolution
of wing and core emission spectra is also
plotted (magenta).

and precautions for achieving accurate NAMD modeling for the
class of D–A conjugated organic systems.

II. EXPERIMENTAL AND COMPUTATIONAL METHODS
A. UV–Vis and photoluminescence spectroscopy

All the molecules in this study were synthesized in house. All
experiments were carried out in dilute (<10−6M) degassed solutions
of toluene, and measurements were conducted at room tempera-
ture (294 K). Kinetics analysis was performed using standard tech-
niques and fitting functions (see the supplementary material). UV–
Vis absorption spectra were collected on the Shimadzu UV-2401
spectrophotometer, and titration experiments were performed to
determine molar absorptivity of the materials.65 Photoluminescence
(PL) and PL excitation spectra were recorded using the PTI Quan-
tamaster fluorimeter. The PL quantum yield (PLQY) was deter-
mined relative to cresyl violet in methanol (PLQY = 54%)66 and
Rhodamine B in ethanol (PLQY = 49%)67 using standard method-
ology.68 Time-resolved PL lifetime measurements were performed
using excitation at 400 nm, where all three species exhibit optical
absorption [Fig. 4(a)]. A home-made time-correlated single pho-
ton counting (TCSPC)69 spectrometer was used (see Ref. 70 for a
detailed description). TCSPC PL decay traces were deconvoluted
from the instrumental response function (IRF). Using the decon-
volution procedure, it is possible to resolve processes taking place
on the sub-IRF width timescale. Here, our estimated instrument
response function FWHM (Full Width at Half Maximum) is 30 ps.
However, the accuracy of the deconvoluted data depends on the a
priori defined biexponential decay model.

B. Transient absorption spectroscopy

Transient absorption (TA) pump–probe experiments utilized a
setup based on the system developed by Klimov and McBranch71

with some modifications. The output of the regenerative ampli-
fier is split into pump and probe arms with the pump beam being
directed into an optical (Coherent Astrella) parametric amplifier
(OPA, Topas Prime, Light Conversion) and a frequency mixer
(NIRUVIS, Light Conversion) to produce required wavelengths.
The OPA/frequency mixer output beam is then directed through a
computer-controlled optical delay line and focused onto the sam-
ple. The probe beam is attenuated to the μJ level and is focused
on a sapphire plate to produce fs supercontinuum capable of prob-
ing photoinduced absorption changes in the range of 440–1400 nm.
The supercontinuum is overlapped with the pump spot on the sam-
ple by a parabolic mirror at a small angle and routed through a
monochromator onto a photodiode detector (Si pin-photodiode for
the range of 440–950 nm and InGaAs photodiode for the range of
950–1400 nm). The pump beam is modulated by an optical chop-
per at the first subharmonic frequency of the laser repetition rate.
The photodiode signal is fed through a transimpedance amplifier
into a lock-in amplifier synchronized with the chopper frequency
to measure pump-induced optical transmission variation of the
sample and into another lock-in amplifier synchronized with the
full laser repetition rate to measure unperturbed optical transmis-
sion of the sample. The pump–probe delay and the monochro-
mator wavelength are controlled by a computer to collect single-
wavelength TA kinetics and time-resolved spectra. The setup is
capable of measuring differential transmission signals (defined as
the ratio of the photoinduced transmission coefficient change to
the steady state transmission coefficient, ΔT/T) down to 10−5 with
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sub-100 fs resolution and can perform real-time chirp correction of
the data.71

TA experiments were conducted using pump pulses with a
wavelength of 570 nm to excite exclusively core segments of MC2
molecules. An optical pump at 460 nm was used to target wing
segments of MC2; however, it produced some core excitations as
well [see UV–Vis absorption spectra in Fig. 4(a)]. The pump and
probe beam relative polarizations were set at a “magic” angle of
54○ to avoid artifacts related to the polarization anisotropy. The
pump beam energy density was set at ∼2–5 μJ/cm2 to avoid excita-
tion density-dependent effects. The absence of the power-dependent
phenomena was verified by collecting TA traces at several levels of
the excitation density. Multiphoton phenomena were not observed.
The laser repetition rate was set to 5 kHz, and no photoinduced
degradation of the samples was detected.

C. Non-adiabatic molecular dynamics
Photoexcited dynamics is modeled using non-adiabatic molec-

ular dynamics (NAMD). For this purpose, we employ the Non-
Adiabatic Excited State Molecular Dynamics (NEXMD) soft-
ware.10,11,24,35,72,73 NEXMD uses the FSSH algorithm to efficiently
model the non-radiative relaxation through multiple coupled elec-
tronic excited states in large molecular systems. An ensemble of
independent trajectories is propagated, and within each trajectory,
the nuclei are treated classically with forces from a single adia-
batic excited state PES. Transitions (hops) among coupled excited
states depend on the strength of the non-adiabatic couplings. Mean-
while, electrons are described quantum mechanically, requiring
the calculation of excited state energies, analytical gradients, and
non-adiabatic couplings.10,74–78 The Collective Electronic Oscillator
(CEO) approach79,80 is used to compute excited states at the con-
figuration interaction singles (CIS)81 level of theory coupled with
the semiempirical AM1 Hamiltonian46 to decrease the numerical
demand associated with treating large molecular systems. During
NAMD simulations, the spatial energy transfer (electronic energy
redistribution) can be followed via the time-dependent localization
of the electronic transition density (TD). The orbital representa-
tion of the diagonal elements, (ρ0α)nn = ⟨ϕ0∣c†ncn∣ϕα⟩,82,83 in atomic
orbital (AO) basis functions n, provides a convenient analysis of the
excited state wavefunction distribution in space. Here, ϕ0 and ϕα
are the ground and excited state adiabatic wavefunctions, respec-
tively, and c†ncn are the creation/annihilation operators on the AOs.
By partitioning the MC2 molecule into donor/acceptor units cor-
responding to wing and core segments, the fraction of transition
density, (ρ0α

(t))2
X , localized on each unit (X) at any given time is

calculated by summing the contributions of the AOs from each atom
(A) in a unit according to (ρ0α

(t))2
X = ∑nAmA

(ρ0α
nAmA(t))

2.

D. Simulation details
NAMD simulations are performed for a single MC2 molecule

in the gas phase. To reduce computational cost, we replace all of the
–C8H17 sidechains in MC2 [see Fig. 1(a)] with –CH3 groups on the
wings and –C2H5 groups on the core. We start by running a 1 ns
ground-state (GS) MD trajectory of MC2 starting from the GS min-
imum energy structure [shown in Fig. 1(b)]. GS dynamics was also
performed for the isolated gas phase wing and core chromophores

to simulate absorption spectra. GS dynamics was performed using
constant temperature Langevin propagation84,85 at 300 K with a
time step of 0.5 fs and a friction coefficient of 20 ps−1. From the
equilibrated GS trajectories, 325 snapshots of nuclear geometries
and velocities were sampled to provide initial conditions for excited
state dynamics (MC2) and/or configurations for simulated absorp-
tion spectra (MC2, wing, and core). For each sampled configuration,
excited state energies and oscillator strengths were computed for six
lowest energy excited states to produce an average absorption spec-
trum. The contribution to the total spectrum from each excited state
is modeled using a Gaussian line shape with a spectral broadening of
0.05 eV.

The initial excited state for NAMD simulations was selected
stochastically according to a Gaussian shaped Frank–Condon
window centered at 465 nm. A Gaussian laser pulse is used,
f (t) = exp(−t2/2T2), with T = 42.5 fs corresponding to a FWHM
of 100 fs. Excited state trajectories were then propagated for 2 ps
at constant energy with a classical time step of 0.1 fs and a quan-
tum time step of 0.025 fs where five lowest energy excited states
were included in the simulations. While the conformational sam-
pling is performed using a classical Langevin thermostat after reach-
ing equilibrated 300 K conditions, constant energy simulations are
more appropriate for the description of ultrafast, non-equilibrium
processes involving an initially large excess of energy introduced
by photoexcitation. The instantaneous decoherence correction24 was
used to account for divergent wavepackets. Trivial unavoided cross-
ings were detected by reducing the quantum time step by a factor
of 40 to eliminate any unphysical energy transfer associated with
nuclear rearrangements that cause the adiabatic ordering of states
to change in time.35,85 The NAMD simulations were performed
using native (AM1/CIS) energies as well as adjusted Si–S1 energy
gaps achieved by increasing the energy of all states above S1 by
uniform shift energy Eshift = 0.25 eV, 0.50 eV, 1.00 eV according
to Eshift

i = Ei + Eshift for all i > 1.

III. RESULTS
A. Photoluminescence and transient absorption
spectroscopies

Steady state photoluminescence (PL) spectra of the MC2 com-
plex and isolated wing and core chromophores (i.e., isolated wing
and core molecules not joined together) have been measured fol-
lowing excitation at 320 nm, as shown in Fig. 1(c). A mixed emis-
sion profile from both wing and core units would yield a spectrum
similar to the convolution (magenta). Instead, the emission from
the MC2 complex (black) coincides with the emission of the iso-
lated core moiety (red) and no emission is observed in the wave-
length range associated with PL emission from the wing component
(blue). PLQE (quantum efficiency) values determined for the iso-
lated core, wing, and MC2 samples are 33%, 100%, and 36%, respec-
tively. The complete absence of PL emission from the wing compo-
nent and PL excitation spectra matching that of UV–Vis absorption
in MC2 (Fig. S1) points to a nearly 100% efficient energy transfer
(ET) between the wing and core components of MC2. During this
process, part of the initial photoexcitation energy is lost to vibra-
tional excitation due to non-radiative relaxation. To investigate this
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hypothesis, time-resolved PL measurements were conducted to visu-
alize kinetics of the excited states in MC2 and its isolated compo-
nents. The results for MC2, shown in Fig. 2(a), reveal monoexpo-
nential decay of PL with a time constant of 1.65 ns in the mid to
long-wavelength side of the emission spectrum. However, on the
short-wavelength side of the PL spectrum, MC2 exhibits a fast initial
component of PL decay [Fig. 2(b)], consistent with the hypothe-
sis of intramolecular ET. Analysis of the fast PL decay on the high
energy side of the spectrum and its complementary onset on the
low energy side revealed exponential ET kinetics with a time con-
stant of 36 ps. While the PL experiments unambiguously indicate
the presence of the ET process and enable one to estimate the order
of magnitude for its time constant to provide more reliable data, we
used TA spectroscopy with temporal resolution <100 fs, described
below.

Detailed kinetics of excited states was studied via TA pump–
probe spectroscopy. The origin of the TA signals has been dis-
cussed in detail elsewhere. For example, TA signals are analyzed
by multiple methods ranging from simple rate equations for sin-
gle wavelength kinetics to complicated global fitting approaches.86

Here, we utilize the former approach for simplicity. The model
used for the analysis of the data is provided in the supplementary
material. TA spectra show ground state bleaching (GSB) and stim-
ulated emission (SE) bands coinciding with steady state absorp-
tion band and PL spectra, respectively. Photoinduced excited state

absorption has not been detected in the probed range of the spec-
trum due to either cancellation by intense GSB and SE signals or
low energy of this transition lying outside of the range probed. The
decay of these bands is monoexponential with time constants simi-
lar to those determined in the transient PL experiments. Excitation
of MC2 at 470 nm (mixed wing/core absorption) is consistent with
ET, as seen in Fig. 2(c), where TA spectra at 0.78 ps and 20 ps
show the spectral shift and delayed growth of the SE band associ-
ated with the core excited state of MC2. Linear scale plots of the
TA transients are provided (Fig. S2) to aid in interpretation of data
around time t = 0 (i.e., close to the pulse width). A comparison of
the core SE band kinetics in MC2 under 460 nm (wing) and 570 nm
(core) excitation is shown in Fig. 2(d). At 570 nm, all excited states
are generated directly on the core unit and the SE band at 700 nm
(core) exhibits a fast, excitation pulse duration-limited rise. With
460 nm excitation, a significant fraction of excited states is initially
localized on the wing segment, resulting in a slower onset of the
SE signal at 700 nm associated with the core. Therefore, an effi-
cient energy transfer to the core unit occurs following photoexci-
tation of the MC2 complex at 460 nm, in accordance with Kasha’s
rule.87 A simple bi-exponential fit [inset of Fig. 2(d)] of the onset
of the MC2 SE band yields ET time constants of 2.7 ps and 37 ps
with relative weights of 0.7 and 0.3, respectively. The fit also indi-
cates that about 50% of excited states are generated on the wing
segments.

FIG. 2. (a) PL transients (logarithmic scale) collected at different wavelengths in the MC2 toluene solution, excited at 400 nm. (b) Early time PL transients in the MC2 toluene
solution excited at 400 nm, collected at different wavelengths. The difference between 590 nm and 790 nm kinetics (magenta dashes) provides a rough visualization of the
ET process. (c) TA spectra of MC2 in toluene excited at 470 nm plotted as differential transmission signals, ΔT/T (unitless). Core (red dashes) and wing (blue dashes) PL
spectra and MC2 absorption (black dashes) are provided as reference. The TA spectrum at 0.78 ps delay (red circles) has several bleaching bands. The peak near 600 nm
matches the position of the wing PL peak and corresponds to the SE band generated by excitations localized on the wing segment of MC2. The TA spectrum at 20 ps delay
(blue squares) shows the SE band at 600 nm (wing) vanishes and the peak around 700 nm (core) grows. The 700 nm peak is attributed to the SE band produced by the
excited core in MC2, demonstrated by the overlap with core PL. (d) TA transients in the MC2 toluene solution collected at 700 nm (Core SE band) under direct core excitation
(570 nm) and mixed core/wing excitation (460 nm). Here, single wavelength transients are plotted as normalized transmission change ΔT vs delay time (logarithmic scale).
The inset shows the extracted ET trace and biexponential fit with error bars.
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B. Excited state localization and optical spectra
We analyze the spatial localization of the five lowest energy

excited states in the MC2 complex. The state transition densities
at the optimized GS configuration, plotted in Fig. 3, confirm that
wing and core units of the MC2 macromolecule behave as sep-
arate chromophores that spatially localize electronic excitations.
S1/4/5 are localized within the core unit, whereas S2/3 are quasi-
degenerate states localized within the wings (the subscripts used
here and throughout refer to adiabatic state ordering). The inher-
ent energy gradient suggests a concerted energy redistribution and
change in spatial localization between wing and core units following
photoexcitation.

Before performing NAMD simulations, it is essential to
verify that the electronic structure method provides an accu-
rate description of the excited state energies. In particular,
when modeling NAMD in large, realistic conjugated organ-
ics, the choice of electronic structure methods quickly becomes
limited. For the class of light harvesting conjugated organics
similar to MC2, semiempirical techniques have been demon-
strated to perform at the same level as TD-DFT, producing a
similar error of ∼0.20 eV. Thus, it is a common routine to
rely on the comparison of calculated absorption spectra and
experimental UV–Vis data to benchmark electronic structure
methods.

The absorption spectra of MC2 and the isolated core and wing
moieties have been experimentally measured, as shown in Fig. 4(a).
As expected, the MC2 absorption spectrum can be described as a
linear superposition of the absorption spectra of its components.
The experimentally derived ratio of the molecular moieties differs
from the ideal 1:2 value (Fig. S3) probably due to the change of
transition dipoles after assembly of core and wing components into

FIG. 3. Orbital plots of the transition density for the five lowest energy electronic
states at the optimized GS geometry reveal localization of S1, S4, and S5 on the
core and S2 and S3 on the wings.

FIG. 4. (a) Experimental UV–Vis absorption spectra of MC2 (black) and isolated
core (red) and wing (blue) molecules in toluene expressed in molar absorptivity
units. (b) Calculated absorption spectrum of MC2 (black) at 300 K using six excited
states, showing contributions from wing (blue) and core (red) localized states. (c)
Calculated absorption spectrum of MC2 at 300 K using six excited states, showing
contributions from individual states S1–S6.

the MC2 molecule. The AM1/CIS calculated absorption spectrum is
plotted in Fig. 4(b) where the individual states have been summed
according to their localization in either wing (S2/3) or core (S1/4/5)
to reveal the contribution from each unit. The calculated absorp-
tion shows good quantitative agreement with the experimental spec-
tra. Here, all of the main absorption features in the experimental
spectrum and their absolute energies are reproduced in the cal-
culated spectrum. The feature resembling a vibronic structure in
the experimental MC2 spectrum is due to the presence of two dis-
tinct optically active electronic states with distinct vibrational man-
ifolds. From the experimental spectrum, the peak wing absorption
occurs at 460 nm (2.69 eV) and the peak core absorption arises
at 570 nm (2.17 eV). In comparison, the peak wing absorption is
predicted to be 470 nm (2.64 eV) and the peak core absorption is
predicted to be 560 nm (2.21 eV), being well within the accepted
energy tolerance for static excited state electronic structure calcu-
lations varying by no more than 0.05 eV from the experimental
values.
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C. Electronic dynamics and energy transfer
Based on the “good” agreement in the static electronic struc-

ture shown above, we next proceed to NAMD simulations. The
calculated absorption of wing and core components in Fig. 4(b) is
strongly overlapping. Because of this, the state initially populated in
NAMD simulations by excitation at 465 nm varies from S1 to S5
(see Table S1 in the supplementary material), resulting in a mix-
ture of wing and core localized states, which is also the case for
experimental time-resolved spectroscopy (see above). However, the
initial excitation is primarily dominated by the quasi-degenerate
wing-localized S3 and S2 states comprising 88.9% of configurations.
The non-radiative relaxation process results in the decay of adia-
batic state populations from the initially populated state to the low-
est energy S1 state, plotted in Fig. 5(a), confirming the scenario of
energy transfer to the core. According to FSSH prescription, the
populations are computed as the fraction of trajectories evolving
on a given state. In general, the population of states S2/3/4/5 imme-
diately decays, while the population is accumulated in S1. Next, we
consider the energy transfer between wing and core units by ana-
lyzing the average fraction of transition density (TD) localized in
wing and core units during the relaxation dynamics. The ensemble
average (including all 325 trajectories) of the time evolution of the
fraction of TD is shown in Fig. 5(b). Here, it is important to note
that there is considerable conformational variation observed dur-
ing ground state dynamics at room temperature used for sampling
of initial conditions, as evidenced by the distribution of sampled
dihedral angles between wing and core units spanning a range of
0○–90○. In addition, the dihedral angles between wing and core units
rotate freely during the non-radiative relaxation dynamics (Fig. S4).
Due to the initial conformational variation and the distribution of
initially populated states (discussed above), the initial TD is ∼60%
localized on the wing units and ∼40% localized in the core unit.

FIG. 5. (a) Time evolution of adiabatic state populations during NAMD simulation
of MC2 using the native Si–S1 energy gap. (b) Corresponding time evolution of the
fraction of TD localized in wing and core units averaged over the ensemble of 325
trajectories.

This is in agreement with an approximately equal initial popula-
tion of core and wing states seen in spectroscopic TA experiments
(see the supplementary material) upon excitation of MC2 at 460 nm.
The TD undergoes transfer rapidly leaving the wing and becoming
more than 90% localized in the core unit after 2 ps. The associated
timescale for the energy transfer qualitatively follows the relaxation
of adiabatic state populations, confirming that the energy transfer
coincides with the non-adiabatic transition to S1. The overall energy
transfer timescale, τ, is found by fitting the fraction of TD localized
within the wing to an exponential decay function f (t) = a − be−(

t
τ ).

We find an energy transfer timescale of 79.2 ± 0.6 fs for the change
in localization from the wings to the core.

D. Electronic structure effects in NAMD
Clearly, the predicted ultrafast sub-100 fs energy transfer

timescale does not agree with either characteristic timescales (2.7 ps
and 37 ps) observed via TA spectroscopy. The predicted timescale
differs by over an order of magnitude. This error is much larger than
∼10% expected from NAMD dynamics algorithms.11,19 Therefore,
we conclude that the main source of error must originate from the
electronic structure. To understand this discrepancy, we must take a
closer look at the calculated absorption spectrum, this time consider-
ing the contribution of individual excited states, as seen in Fig. 4(c).
There is a continuous band of strongly overlapping bright states,
which gives rise to the predicted spectral shape. The spatial energy
transfer in MC2 should coincide with the moment of non-adiabatic
transition between wing and core localized states88 confirmed in
Fig. 5. Thus, the relevant energy gaps are between the lowest energy
wing-localized states (S3 and S2) and the lowest energy core-localized
state (S1). From the individual contributions in Fig. 4(c), the average
theoretical energy gaps for S3–S1 and S2–S1 are 0.37 eV and 0.27 eV,
respectively, with peaks being centered at 560 nm (S1), 500 nm (S2),
and 480 nm (S3). In addition, the absorption contributions of S1–3
are very broad and strongly overlapping so that the effective theo-
retical wing–core energy gaps can be even smaller. Meanwhile, the
estimated experimental wing–core energy gap is significantly larger,
being 0.52 eV [Fig. 4(a)].

Despite this discrepancy, the predicted absolute peak energies
and energy gap between wing and core bands [Fig. 4(b)] repro-
duce the experimental spectrum, giving us a false confidence in the
accuracy of the electronic structure calculations applied to dynam-
ics. NAMD simulations using the underestimated native energy
gaps ΔE produce unrealistically fast relaxation and energy transfer
timescale due to the ∼1/ΔE scaling of the non-adiabatic coupling.
Thus, we motivate an artificial increase of the Si–S1 energy gap in
order to understand how underlying state distributions obtained
from the electronic structure affect the modeled non-radiative relax-
ation dynamics. Based on the underestimated theoretical S2/3–S1
energy gap compared to the experimental spacing between wing and
core bands, we increase the Si–S1 energy gap by 0.25 eV, 0.50 eV,
and 1.00 eV to eliminate the overlap between calculated absorption
bands of S2/3 and S1. We further motivate these shifts by noting that
it is difficult to assess the actual experimental gap based on the broad
absorption bands in Fig. 4(a).

Next, we repeat our NAMD simulations using shifted energy
gaps. The evolution of adiabatic state populations and TD localiza-
tion is plotted in Fig. S5, and the fitted energy transfer timescales are
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TABLE I. Calculated wing→ core energy transfer timescales for different energy gap
shifts.

Shift (eV) Timescale, τ (fs)

0.00 79.2 ± 0.6
0.25 191.0 ± 0.9
0.50 719 ± 5
1.00 —

summarized in Table I. As expected, we observe a dramatic depen-
dence of the energy transfer rates on the shift. By opening the gaps,
the S2/3 and S1 bands are getting separated and have less overlap,
introducing a bottleneck in the relaxation. S2 acts as an interme-
diate state whose population initially rises as the population trans-
ferred from S3/4/5 is accumulated and then decreases as the S2 → S1
transition takes over. The turnover of the S2 population is shifted
to later and later times, and relaxation to S1 is slowed along with
the corresponding energy transfer between the wing and core as
the gap increases. The energy transfer for the largest 1.00 eV shift
was slowed to such an extent that the exponential behavior was not
achieved within the 2 ps simulation time. The 0.50 eV shift produces
an energy transfer timescale in best agreement with the timescale
observed in TA experiments.

IV. CONCLUSION
In summary, quantitative NAMD simulations are still a holy

grail, largely due to the difficulty of controlling errors arising from
both the algorithms used for dynamics and electronic structure
methods. Because of the complex nature of modeling dynamics
beyond the Born–Oppenheimer approximation, NAMD algorithms
generally involve many assumptions and are often ad hoc. On the
other hand, depending on the size of the system under investiga-
tion, the photophysical processes of interest, and their associated
timescales, the electronic structure methods employed can range
from high accuracy CAS-PT2 methods89,90 (tens of atoms) to TD-
DFT approaches20,91,92 to semiempirical techniques88,93,94 (hundreds
of atoms). The accuracy of simulated dynamics depends on both
of these factors making errors difficult to control. When agree-
ment with experiment is achieved, it is unclear whether this is due
to the accuracy of the method or simply a fortuitous cancellation
of errors. We have performed extensive experimental characteriza-
tion of the electronic energy transfer in the MC2 D–A–D molecular
system using time-resolved spectroscopies. With these high fidelity
data at hand, we further conducted excited-state NAMD modeling
of spectra and energy transfer timescales using the FSSH method
with native energy gaps (computed directly from the electronic
structure method) and three adjusted energy gaps (shifted by a con-
stant value; 0.25 eV, 0.50 eV, and 1.00 eV). Our simulations reveal
the sensitivity of simulated energy transfer rates to changes in the
computed transition energies. Here, native transition energies pro-
vide accurate modeling of absorption spectra with absolute peak
energies for wing and core contributions varying by not more than
0.05 eV. However, this produces an ultrafast energy transfer orders
of magnitude faster than the experimentally observed picosecond

timescales. In a scenario where the S2/3–S1 gap is increased by
0.25 eV, the predicted timescale immediately increases from 79 fs to
191 fs. This case demonstrates that even though an error of ±0.2 eV
in transition energies is acceptable for modeling static spectra, it is
not a tight enough criterion for dynamics. Increasing the gap by
0.50 eV results in an even slower rate having a timescale of 719 fs.
The effect seen here is similar to the observed sensitivity of rates due
to the presence of a dielectric environment such as solvents.95–99

While we used the FSSH framework, our findings apply to
many NAMD methods, especially within the MQC family, though
the specific sensitivity to the accuracy of electronic structure still
needs to be investigated for other approaches. Since the MC2 sys-
tem is representative of other conjugated organic D–A type sys-
tems in which the energy transfer occurs, the results presented here
should apply more generally to any molecule within this broad class
of materials. The shifting of energy gaps is not recommended as a
correction method; it is used here to demonstrate that electronic
structure calculations can produce results that appear accurate but
contain erroneous underlying state distributions that can contribute
to significant error in NAMD results. Absorbance spectra are inex-
pensive, fast, reliable, easily accessible, and widely available in the
literature or through experiment. They are, in practice, routinely
used as a benchmark comparison for evaluating electronic struc-
ture calculations. For static calculations, this is generally an accept-
able practice. However, overall, the criteria for quantitative dynam-
ics simulations must be more stringent than those used for static
simulations. In the ideal world, we would compare to many other
metrics; however, these are not always available. To the contrary,
with more and more NAMD software packages now being released,
ambitious experimentalists and theorists will be tempted to use such
tools as a black box. NAMD simulations have many areas for cau-
tion and delicate balances that must be finessed. In general, the
modeler needs to be aware of the drastic sensitivity of dynamical
rates that can be caused by small deviations in electronic structure
results.

SUPPLEMENTARY MATERIAL

See the supplementary material for the following information:
detailed description of the analysis method for experimental kinetics
and energy transfer from TA spectroscopy, table of the distribution
of states comprising the initial excitation (Table S1), photolumines-
cence excitation and optical absorption spectra in wing, core, and
MC2 molecules (Fig. S1), short-time TA transients in MC2 plotted
on a linear scale (Fig. S2), experimental UV–Vis absorption spec-
tra of core, wing, and MC2 molecules showing the sum of core and
wing spectra in 1:1 and 1:2 ratios (Fig. S3), distribution of dihedral
angles sampled from ground state dynamics and evolution of dihe-
dral angles during NEXMD simulations (Fig. S4), and evolution of
adiabatic state populations and transition density localized on the
wing and core for energy gap shifts of 0.25 eV, 0.50 eV, and 1.0 eV
(Fig. S5).
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