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The electronic excitations of naphthalene and a family of bridged
naphthalene dimers are calculated and analyzed by using the
Collective Electronic Oscillator method combined with the oblique
Lanczos algorithm. All experimentally observed trends in absorp-
tion profiles and radiative lifetimes are reproduced. Each electronic
excitation is linked to the corresponding real-space transition
density matrix, which represents the motions of electrons and
holes created in the molecule by photon absorption. Two-dimen-
sional plots of these matrices help visualize the degree of exciton
localization and explain the dependence of the electronic interac-
tion between chromophores on their separation.

Relating electronic excitations of molecular aggregates to
those of the individual chromophores is a long-standing

fundamental problem with numerous applications to organic
superlattices and biological complexes (1, 2).

Considerable effort has been devoted to clusters of the
simplest aromatic molecules such as napthalene and benzene
(3–7). Supersonic beam techniques have made it possible to
study the excited-state dynamics and obtain detailed information
about geometries and intermolecular interactions in these clus-
ters (8–10). Naphthalene is one of the most thoroughly studied
chromophores in crystals and in the gas phase both theoretically
and experimentally (11–21). Calculations provided a test for
quantum mechanical theories of molecular electronic structure
(16, 17). In recent years, detailed information about naphthalene
clusters has been obtained through high-resolution rotational
spectroscopy analysis (22, 23). For example, structural informa-
tion on naphthalene trimer has been extracted from rotational
coherence spectroscopy (23). Excimer formation dynamics has
been studied by Lim’s group through fluorescence spectroscopy
(24–28). Excitonic interactions depend strongly on the distance
and relative orientation of the transition moments of monomer
units. The geometry can be obtained from high-resolution
vibronic spectra and nonlinear Raman spectroscopy (10, 22, 29).
Extensive study of benzene has been carried out as well. Recent
interest focused on the structure and properties of benzene
clusters (30–36). Isotopically mixed benzene clusters have been
used in the investigation of intermolecular interactions. Discrete
exciton spectra were observed for benzene dimers (9, 37).

In this paper, we analyze the absorption spectra of naphtha-
lene and a family of naphthalene-bridge-naphthalene systems
DN-2, DN-4, and DN-6 (see Fig. 1) (38–41). These molecules
may be regarded as naphthalene dimers where pairs of naph-
thalene chromophores are held at fixed distances and orienta-
tions by a rigid polynorbornyl-type bridge of variable length (two,
four, or six s bonds, respectively). The UV-spectra and radiative
decay rates of these dimers have been measured (39–41) and
interpreted by using a simple exciton model (42). Within this
model, each excited state of the monomer generates two states
in the dimer. The interaction between two monomers results in
a Davydov splitting of the two dimer states. The estimated
splitting by using the exciton model was found to be very small
compared with the observed value. This discrepancy was attrib-
uted to the through-bond interaction mechanism (39–41). The
exciton model (42) is based on the assumption that the interac-

tion between chromophores is purely electrostatic and could be
approximated by dipole–dipole coupling. All interchromophore
charge-transfer processes are neglected. There is no simple way
to directly test the validity of this approximation in molecular
aggregates.

The lowest excited state of the isolated naphthalene molecule
has a rather negligible transition dipole (except for vibronic
effects). The Frenkel–Davydov exciton model has been tested
extensively in the studies of molecular crystals in the 1960s and
1970s. Several generalizations were made: multipole–multipole
and electrostatic interactions were incorporated (43–45), mono-
pole and charge-transfer-induced exciton interactions (46, 47) as
well as exciton superexchange (48–51) were introduced. These
concepts apply also to the monomer–monomer interactions with
long or intermediate bridges.

In the present study, we compute the absorption of naphtha-
lene dimers by using the Collective Electronic Oscillator (CEO)
method, which allows the interpretation of optical spectra in
terms of motions of electrons and holes in real space (53, 54).
The calculations generate qualitatively correct absorption pro-
files for all molecules, in good agreement with experiment. In
addition, real-space analysis of electronic modes clarified the
excitonic nature of the electronic excitations and shows the limits
of applicability of the simple exciton model for these aggregates.

Computational Algorithm; Collective Electronic Excitations in Real
Space. Optimal ground-state geometries of the molecules dis-
played in Fig. 1 were obtained at the AM1 level by using
Gaussian-98 (52). The numerical CEO–intermediate neglect of
differential overlapyspectroscopy (INDOyS) procedure has
been described in detail elsewhere (53, 54). The ZINDO code
was first used to generate the INDOyS Hamiltonian (55–58),
which has been initially fitted for the configuration interaction
singles level (57, 58). We next calculated the Hartree–Fock
ground-state density matrices (59, 60), which serve as input for
the CEO calculations. The CEO procedure (53, 54) was finally
applied to compute the linear-absorption spectra and the rele-
vant transition density matrices that constitute the electronic
normal modes jn, which connect the optical response with the
underlying electronic motions. Each mode is a matrix represent-
ing the electronic transition between the ground state ug& and an
electronically excited state un& and is associated with a particular
line in the absorption spectrum. Its matrix elements are given by

~jn!mn 5 ^nucm
1cnug&, [1]

where cm
1(cm) are creation (annihilation) operators of an electron

at the mth atomic orbital, and ug& (un&) is the ground (excited)
state many-electron wavefunction. jn can be obtained as eigen-
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modes of the linearized time-dependent Hartree–Fock equa-
tions of motion for the density matrix driven by the external field,
totally avoiding the explicit calculation of many-electron wave-
functions. The eigenfrequencies Vn of these equations provide
the optical transition frequencies (53, 54). The numerical effort
involved in computing these eigenvalues and eigenvectors is
greatly reduced by using the oblique Lanczos algorithm (61).
Previously, we have used the density-matrix spectral moment
algorithm (53, 54) for computing the eigenmodes. That algo-
rithm is particularly suitable for off-resonant (static) response,
where only transitions with nonzero oscillator strengths are
calculated. We found that the oblique Lanczos algorithm is more
efficient and provides a more accurate representation of the
resonant response. In addition, it has lower memory require-
ments compared with the similar Arnoldi and Davidson tech-
niques (61, 62) for non-Hermitian eigenvalues of sparse matri-
ces.

The transition dipoles are calculated through mn5 Tr(mjn) by
using the dipole moment operator mmn 5 ¥mnmmncm

1cn. The
oscillator strength is related to the transition dipole by

fn 5
2
3

me

e2h2 Vnmn
2, [2]

me and e are mass and charge of electron, respectively, and h is
Planck’s constant. fn satisfy the Thomas Reiche Kuhn sum rule
(nfn 5 N, N being the number of optically-active electrons.

Assuming that the fluorescence is emitted from the lowest
excited state, the radiative decay rate is given by

krad 5
4
3

Vl
3ml

2

c3 , [3]

where Vl is the lowest excited state frequency, ml is the corre-
sponding transition dipole moment, and c is the speed of light.

Because the relevant optical excitations are of p2p* type, we
focus our analysis on the p-part of the transition density matrices
(54). Their size is, therefore, equal to the number of carbon
atoms, labeled according to Fig. 1. The diagonal elements (jn)nn

give the excess charge created at the nth atom by the transition
to the nth electronic state. The off-diagonal elements (jn)mn, also
known as electronic coherences, represent the joint probability
amplitude of creating an excess hole at n (x-axis) and an electron
at m (y-axis). The coherences, which measure how far apart
different atoms communicate, control the scaling of optical
properties with molecular size (53, 54, 63). The extent of
electronic coherences directly reflects the localization of an
exciton created by optical excitation.

Electronic Excitations of Naphthalene. Experimentally, three elec-
tronic transitions are seen in the near-UV region for naphtha-
lene (molecule N in Fig. 1). The first is a very weak transition to
an excited singlet state of B2u symmetry with energy at 3.94 eV
(1 eV 5 1.602 3 10219 J) and oscillator strength 0.002 (18). The
next 4.34 eV transition with a moderate intensity (oscillator
strength 0.18) has been assigned by Sponer and Cooper as
1Ag321B1u transition (15). The strongest 5.62 eV transition with
oscillator strength 1.3 is to a B3u state (11, 19). The interpretation
of these states in terms of molecular orbitals has been given by
Pariser (16) and by Hummel and Ruedenberg (17).

Our calculations generate seven levels with noticeable oscil-
lator strengths (3.91 eV, 3.98 eV, 5.02 eV, 5.23 eV, 6.93 eV, 7.32
eV, and 7.61 eV). In addition, we obtained many other forbidden
(dark) states. The calculated and experimental spectra are
summarized in Table 1. The frequency of the first weak transi-
tion (3.91 eV) is in an excellent agreement with experiment. The
second (3.98 eV) and the third (5.02 eV) levels are red shifted
by 0.36 and 0.6 eV; however, their oscillator strengths are
correct. The overall absorption profile Fig. 2 is in good agree-
ment with experiment (11, 19).

To establish the link between the absorption peaks and the
underlying electronic motions, we next analyze the electronic
modes (transition density matrices) of the first six electronic
transitions labeled a2f. These are displayed in the top two rows
of Fig. 5. The color code is shown in the second row. The
ground-state density matrix of naphtalene [N(r#)] is dominated

Fig. 1. Structures and atom labeling of naphthalene and bridged naphtha-
lene dimer molecules.

Table 1. Calculated and experimental transition energies (Vv) of
naphthalene.

Label
Vv (eV)

(calculation)
Vv (eV)

(solution)*
Vv (eV)
(vapor)†

a 3.91 (0.004) 3.94 (0.002) 3.97 (0.002)
b 3.98 (0.14) 4.34 (0.18) 4.45 (0.1)
c 5.02 (1.3) 5.62 (1.2) 5.89 (1.3)
d 5.14 (0)
e 5.23 (0.44) 6.14 (0.3)
f 5.48 (0)

6.1 (0)
6.26 (0)
6.31 (0)
6.69 (0)
6.73 (0)
6.93 (0.04) 6.51 (0.2) 6.53 (0.1)
6.95 (0)
7.02 (0)
7.32 (0.35) 7.41 (0.6)
7.61 (0.005)

The corresponding oscillator strengths ( fv) are given in parentheses.
*From ref. 11.
†From ref. 19.
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diagonal and near-diagonal elements responsible for the atomic
charges and bond orders (64) respectively. The charges are
uniformly distributed, whereas atoms 1–2, 5–6, and 9–10 are
bonded more strongly than the other carbon atoms. Ground-
state charge distribution and chemical bonding analysis have
been reported in ref. 65. Contour plots of the electronic modes
immediately reveal the nature of each transition. They are
delocalized over the whole molecule; however, each mode has its
own characteristic distribution of charges (diagonal elements)
and coherences (off-diagonal elements). The a mode [N(a)]
involves only coherences and does not perturb the charge
distribution (small diagonal elements) and carries therefore a
very weak oscillator strength. The strongest coherences are
between atoms 3–5, 4–6, 7–5, and 8–7. The b mode [N(b)] is
dominated by induced charges on atoms 3, 4, 7, 8, and coherences
between them. The strong charges induced on atoms 1–2 and
9–10 at the molecular ends are the reason for the large oscillator
strength of the mode [N(c)]. The d mode [N(d)] is dominated by
charges on atoms 3, 4, 7, 8, similar to b. It has Ag-type symmetry
and therefore a vanishing transition dipole. The e mode [N(e)]
is localized on atoms 5, 6. Its transition dipole is perpendicular
to the long axis. The f transition [N( f )] is a second Ag-type mode
dominated by 5–6 and 6–5 atomic coherences.

Electronic Excitations of Naphthalene Dimers. We next turn to the
polynorbornane-bridged naphthalene dimer series (DN-2,
DN-4, and DN-6) with varying interchromophore distance. We
have also considered the monomer N-2 (naphtalene with the
polynorbornane group) to identify the effects of the bridge in the
spectra. The naphthalene molecule that is distorted by its
chemical binding is analogous to the ‘‘site-adapted molecule’’

concept used for molecular crystal excitons (66). Fig. 3 compares
our calculated UV spectra with low-resolution experimental
absorption of N-2 and DN-n. The computed trends are consis-
tent with experiment. The dimeric splitting resulting from the
major naphthalene absorption band 1Ag321B3u electronic tran-
sition of 5.62 eV can be clearly observed. With increasing the
bridge length (from DN-2 to DN-6), the two primary peaks get
closer, indicating that the coupling becomes smaller, as expected.
However, other peaks in these spectra (e.g., the low-frequency
features) could not be easily identified and linked to monomer
transitions.

The computed frequencies and oscillator strengths of the N-2
and DN-n molecules are listed in Table 2 and plotted as stick
spectra in Fig. 4. The absorption peaks of N-2 shown in the

Fig. 2. Absorption spectra of naphthalene. (Upper) Experiment (11). (Lower)
Computed absorption profile (blue shifted by Dn 5 5,000 cm21 to match the
frequency of the strongest peak. The vertical lines represent the correspond-
ing oscillator strength. The electronic modes of levels marked with a, b, c, d,
e, and f are shown in Fig. 5.

Fig. 3. UV absorption spectra of the DN-n series. (Upper) Experiment (39).
(Lower) Computed absorption profile (blue shifted by Dn 5 5,000 cm21).

Table 2. Calculated transition energies (Vv) for DN-n
naphthalene dimers

Label N-2 (eV) DN-6 (eV) DN-4 (eV) DN-2 (eV)

a1 3.82 (0.01) 3.815 (0.02) 3.805 (0.03) 3.68 (0.11)
a2 3.818 (0.01) 3.821 (0.01) 3.83 (0.003)
b1 4.0 (0.05) 4.0 (0) 3.99 (0) 3.87 (0)
b2 4.003 (0.11) 4.01 (0.1) 4.03 (0.09)
c1 4.82 (1.44) 4.73 (1.67) 4.67 (1.7) 4.44 (1.95)
e1 4.83 (0.44) 4.82 (0) 4.78 (0) 4.49 (0)
e2 4.83 (0.83) 4.84 (0.85) 4.85 (0.84)
c2 4.86 (1.4) 4.90 (1.29) 4.96 (0.78)
d1 5.15 (0.004) 5.152 (0) 5.15 (0) 5.07 (0.07)
d2 5.154 (0.007) 5.16 (0.006) 5.08 (0)
f1 5.21 (0.01) 5.204 (0.01) 5.19 (0.02) 5.16 (0.002)
f2 5.205 (0.01) 5.20 (0.01) 5.18 (0)

The corresponding oscillator strengths ( fv) are given in parentheses.
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second column may be easily related to those of N (Table 1). The
polynorbornane group breaks the symmetry of naphtalene and
causes significant changes in the oscillator strengths of the weak
transitions. On the other hand, the frequency shifts are small,
except for e, which is red shifted by 0.4 eV and moves next to the
major absorption peak c. Columns 2–4 show that each monomer
peak splits into two transitions in the dimer spectra (e.g., a3a1,
a2). As expected, the splitting increases with decreasing bridge
length. In addition, the center of each pair of lines is shifted
significantly to the red in the DN-2 dimer (see Fig. 4), which
cannot be explained by using a simple exciton model. The
correspondence among monomer and dimers a and b transitions
is clearly seen; however, the assignment of the high-frequency
features (c- f ) is not obvious.

To identify the dimer transitions we next display the corre-
sponding electronic modes in real space. N2(r) in Fig. 5 shows
the ground-state density matrix of N-2. The naphtalene (atoms
1–10) and bridge (atoms 11–15) parts are clearly distinguishable.
In the same way, the monomer and bridge regions are separable
in the dimer’s ground state density matrices (N2(r) and DN4(r)
in Fig. 6 and DN6(r) in Fig. 7).

Mode a of N-2 [N2(a)] is similar to N(a); however, the
symmetry is broken and the distribution of coherences is slightly
different. As expected, the bridge does not participate in the
optical excitation. Nevertheless, a weak electron transfer (off-
diagonal coherence) from the bridge to the naphtalene is seen.
DN6(a1) and DN6(a2) show a pair of DN-6 dimer states
corresponding to the a mode of N-2. The corners of the plot
represent the monomers. They are separated by the large bridge
and are completely decoupled, i.e., there are no off-diagonal
coherences between monomers. a1 and a2, therefore, are sym-
metric and antisymmetric combinations of the monomers’ ex-

cited-state wavefunctions. The interaction between monomers is
completely electrostatic and very weak, resulting in a small
23-cm21 splitting. DN4(a1) and DN4(a2) show a1 and a2 modes
of DN-4. Compared with DN-6, there is a very weak long-range
electronic coherence between monomers in this molecule. The
chromophores are closer, and the dipole–dipole interaction is
much stronger, leading to a larger 130-cm21 splitting, which is
typical in the spectra of J-aggregates and molecular crystals (67,
68). DN2(a1) and DN2(a2) show a1 and a2 modes of DN-2.
These pictures are drastically different from the other dimers.
Bringing monomers in a close proximity results in large off-
diagonal coherences, which is a signature of electronic delocal-
ization between chromophores (i.e., charge-separation processes
where the electron and hole reside on different monomers
become allowed). This leads to a dramatic increase of the
splitting (1,250 cm21). We further note that the a1 mode has
much stronger interchromophore coherences compared with the
a2 mode. It is therefore shifted significantly to the red, whereas
the frequency of a2 does not shift. The center of mass of the two
lines thus has an overall red shift.

The first and second rows of Fig. 6 show the b-modes in N-2
and the DN-n family. All trends observed in the dimer a-modes
apply to b as well. The variation of splitting (24 cm21, 140 cm21,
and 1,300 cm21) reflects the increased dipole–dipole coupling in
the DN24 molecule and subsequently the coherence enhance-
ment of interaction between chromophores in DN22. The
closely lying c and e modes of N-2 result in the four transitions
in the dimer spectra (see Fig. 4). The third and the fourth rows
of Fig. 6 and the first and second rows of Fig. 7 immediately allow
identification of these transitions. The left and right transitions
are c1 and c2, whereas the two states in the middle are e-type.

Fig. 4. Oscillator strengths fn vs. mode frequencies Vn of the DN-n family
shown in Fig. 1. Each monomer state splits into two in the dimers, e.g., level
a splits to a1 and a2, etc. Transition density matrices (electronic modes) of the
labeled peaks are displayed as contour plots in Figs. 5–7.

Fig. 5. Contour plots of the ground-state density matrices and electronic
modes of naphthalene (the first and the second rows) and the DN-n family (the
third and the fourth rows). The x(y) axes label hole (electron) coordinates.
Labels indicate the molecule (Fig. 1) and the electronic mode (Figs. 2–4) [e.g.,
N(r) is ground state of naphtalene, DN6(a1) is mode 1a of DN-6]. Mode
frequencies are given in Tables 1 and 2. The color code is shown in the second
row.
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Although the real-space picture is similar to the a and b
transitions, the c-state splitting (1,000 cm21, 1,800 cm21, and
4,200 cm21) and the e-state splitting (120 cm21, 480 cm21, and

2,912 cm21) are strongly enhanced by repulsion among these
four states. The computed and experimental data for the c-state
splitting are listed in Table 3. The general trends are recovered;
however, computations somewhat underestimate the experimen-
tally observed values. This may be attributed to solvent enhance-
ment of interaction between monomers, vibronic coupling, the
formation of polarons, or the accuracy of INDOyS Hamiltonian
used in this study.

Our analysis could be extended to other high-frequency states.
For example, the electronic modes of d-transition, displayed in
the third and the forth rows of Fig. 7, are similar to the a and b
transitions. The computed splitting (12 cm21, 70 cm21, and 660
cm21) is even smaller than that computed for the a and b modes.

Discussion
Using the CEO technique, we have calculated the absorption
spectra of naphthalene and a family of rigidly linked naphtalene
dimer DN-2, DN-4, and DN-6. Overall, the calculated absorption
lineshapes are in good agreement with experiment. Two-
dimensional representation of the transition density matrices
underlying the absorption peaks reveals the nature of the
monomer and dimer states and gives direct visualization of
intermolecular interactions. Excitonic effects are clearly identi-
fied.

The exciton (Frenkel) model is appropriate for DN-4 and
DN-6. In DN-6, the electrostatic coupling is very weak because
of the long bridge distance, whereas DN-4 represents a typical
molecular aggregate (67, 68). The Frenkel Hamiltonian for
DN-4 and DN-6 may be built by using two states for a, b, and d
and four states for the c and e transitions. The exciton model
completely breaks down for DN-2, which shows a strong elec-
tronic coherence between chromophores. The conclusion of
Scholes et al. (39–41) that the direct through-space orbital
overlaps dominate the absorption spectroscopy only for DN-2 is
confirmed by our analysis.

The variations of the radiative rates in N-2 and DN-n are
fully consistent with this picture. The computed (Eq. 3) and
experimental radiative decay rates constants for bridged naph-
thalene dimer are shown in Table 3. These results provide a
check for the applicability of the Frenkel exciton model to the
three types of dimers as well as the role of vibronic coupling.
The enhancement ratio n 5 1.4 of the calculated kr for DN-6
compared with N-2 can be attributed to the superradiance in
Frenkel exciton systems. The angle between the transition
dipoles in DN-6 f 5 112°, and the superradiance factor
predicted by the Frenkel exciton model yields 2cos2f 5 1.4,
which coincides with the calculated value. This implies that the
Frenkel exciton model constitutes a good approximation for
DN-6, which is consistent with the absence of coherences
between monomers. The ratio of kr of DN-4 and DN-6 dimers
is 1.5, whereas the Frenkel exciton model would give 1 because
the angle between the dipoles is about the same for both
dimers. This deviation from the Frenkel exciton model for
DN-4 can be attributed to the small off-diagonal coherences

Fig. 6. Contour plots of the ground state density matrices and b and c
electronic modes of DN-n molecules. Labels indicate the molecule (Fig. 1) and
the electronic mode (Figs. 2–4). Mode frequencies are given in Tables 1 and 2.

Fig. 7. Contour plots of the ground state density matrices and d and e
electronic modes of DN-n molecules. Labels indicate the molecule (Fig. 1) and
the electronic mode (Figs. 2–4). Mode frequencies are given in Tables 1 and 2.

Table 3. Calculated and experimental excitonic splitting D and
radiative rate constants kr for DN-n naphthalene dimers

Compound
D (eV)
(cal.)

D (eV)
(exp.)*

106 kt (s 2 1)
(cal.)

106 kr (s 2 1)
(exp.)†

N-2 2.4 4.0
DN-2 0.52 0.75 20.5 17.0
DN-4 0.23 0.45 5.1 7.1
Dn-6 0.13 0.17 3.3 4.1

*From ref. 39.
†From ref. 41.
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between monomers that are clearly seen in Fig. 5. These
coherences are much more pronounced for DN-2, which
explains the much larger ratio (6.2) of the radiative rates for
DN-2 compared with DN-6. These trends ref lect the general
propensity that the optically induced coherence increases the
transition dipoles of the corresponding excited states. This can
be rationalized by the following argument: in long conjugated
polymer chains where there is no coherence between carbon
atoms whose distance is larger than the coherence size, the
oscillator strength scales 'N with the number N of the carbon
atoms (69, 70). For shorter chains, where the coherence
between all carbon atoms is pronounced because of confine-
ment effects, the oscillator strength scales as 'N3 (69, 70). This
faster scaling constitutes a direct signature of the increase of
the oscillator strength because of the delocalization and
electronic coherences. The larger experimental value of kr for
N-2 may be attributed to vibronic coupling of the lowest

excited state to the next state that has a five times larger
oscillator strength (see Table 2). The smaller experimental
compared with calculated value of kr for DN-2 can also be
attributed to vibronic coupling to the next excited state, which
in this case is almost dark. A more detailed analysis of vibronic
coupling goes beyond the scope of the present work. The
differences between the experimental and calculated radiative
decay rates can be attributed to polaronic as well as static
disorder effects, which originate from solvent motions with
different time scales. It has been shown (71, 72) that the two
mechanisms affect the radiative rate of Frenkel exciton sys-
tems in a similar way.
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