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Non-adiabatic excited-state molecular dynamics is used to study the ultrafast intramolecular en-
ergy transfer between two-, three-, and four-ring linear polyphenylene ethynylene chromophore units
linked through meta-substitutions. Twenty excited-state electronic energies, with their corresponding
gradients and nonadiabatic coupling vectors were included in the simulations. The initial laser excita-
tion creates an exciton delocalized between the different absorbing two-ring linear PPE units. There-
after, we observe an ultrafast directional change in the spatial localization of the transient electronic
transition density. The analysis of the intramolecular flux of the transition density shows a sequential
through-bond two-ring— three-ring— four-ring transfer as well as an effective through-space direct
two-to-four ring transfer. The vibrational excitations of C=C stretching motions change according
to that. Finally, a mechanism of unidirectional energy transfer is presented based on the variation of
the energy gaps between consecutive electronic excited states in response to the intramolecular flux
of the transition density. The mechanism resembles a Shishiodoshi Japanese bamboo water fountain
where, once the electronic population has been transferred to the state directly below in energy, the
two states decouple thereby preventing energy transfer in the opposite direction. © 2012 American

Institute of Physics. [http://dx.doi.org/10.1063/1.4745835]

. INTRODUCTION

Understanding the complex electronic dynamics in nano-
materials is a critical step for a broad range of technolog-
ical applications.!™ The highly polarizable and delocalized
m-electron manifold of organic conjugated molecules is re-
sponsible for many of the unique electronic and photophysical
properties associated with these materials.* In recent years,
many of these materials have become popular candidates for
photovoltaic applications, and have lead to new designs for
photovoltaic cells. In particular, dendrimers exhibit excep-
tional light-harvesting capabilities over a broad region of the
solar spectrum, and the branched conjugated structure of these
macromolecules allow for very efficient energy funneling.>°
Developing a clear picture of the photoexcitation dynamics in
such materials is essential to providing an accurate descrip-
tion of the underlying photophysical processes such as exci-
ton formation, evolution, and decay via non-adiabatic (NA)
dynamics.

The family of dendrimers comprised of polypheny-
lene ethynylene (PPE) units offers an intriguing system
to study because they exhibit both the collection and en-
ergy transfer processes that are of interest in photosyn-
thetic systems.” Their highly efficient intramolecular en-
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ergy transfer has been the subject of several theoretical and
experimental studies.”>!%8%13.15.17 The perylene-terminated
dendrimer called the nanostar is among the most studied
compounds.'!1%17-13 This molecule exhibits a regular struc-
ture possessing numerous peripheral groups, branched repeat
units, and a perylene core. The peripheral groups are com-
posed of two-ring linear PPE segments, and the branched re-
peat units are built from linear PPE segments whose lengths
increase from the periphery to the core. The linear PPE
segments are linked by meta-substitutions at the branching
phenylene nodes. These meta-branchings localize excitons
within each linear PPE fragment hindering any further delo-
calization of electrons across the dendrimer framework.'3!?
In this way, the linear PPE fragments act as weakly coupled
chromophore units'*!'* allowing the total absorption spec-
trum to be interpreted as the sum of their contributions.'>~!7
The difference in length of the linear PPE fragments creates
an intramolecular energy gradient from the periphery to the
core. When the peripheral two-ring chromophores are ini-
tially excited, the energy is transferred non-radiatively down
the branches to the core with nearly 100%.

The concerted electronic and vibrational energy transfer
has been previously demonstrated in the model dendrimer
composed of meta-linked two- and three-ring linear PPE
units.'® However, the situation becomes more complicated
when additional units and branching sites are included in the
system. On one hand, the increased number of intermediate
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electronic excited states involved in the process makes it quite
difficult to identify them as they evolve with time. The differ-
ent adiabatic electronic states may mix and cross when their
time-dependent energies become close enough. Consequently
during the ultrafast energy-transfer process, the energy order
criterion to identify the electronic states does not work. There-
fore, instead of the common analysis of the average popula-
tions of the different electronic states as a function of time, a
simplified description of the process is required. In this work
we propose the use of the time-dependent localization of the
transition density to describe the process. The resulting mech-
anism for the energy-transfer process should be consistent
with this picture regardless the notation used to classify the in-
dividual electronic excited states. On the other hand, the uni-
directional energy transferin more complex molecule may be
via several distinct pathways with different efficiencies. More
precisely, through-space and sequential through-bond energy
transfer mechanisms are expected to exist simultaneously and
in competition with one another.

A variety of fundamental photophysical processes such
as charge and energy transfer are attributed to non-adiabatic
(NA) dynamics.'*->* Molecular dynamics with quantum tran-
sitions (MDQT) (Ref. 25) is a well tested and computation-
ally feasible method to study non-adiabatic molecular dy-
namics (NA-MD) simulations.?0=32 It enables a separate treat-
ment of electronic (quantum) and nuclear (classical) subsys-
tems. At any given time, the nuclei evolve on a potential
energy surface (PES) defined by a single electronic state.
Based on Tully’s stochastic fewest-switches surface hop-
ping (FSSH) algorithm, the system is able to transition, or
hop, at any time during dynamics from the current elec-
tronic state to other states according to transition probabili-
ties that are governed by the strengths of the non-adiabatic
couplings.

In this study we investigate the ultrafast intramolecu-
lar energy transfer between two-, three-, and four-ring lin-
ear polyphenylene ethynylene (PPE) chromophore units. This
PPE system serves as a model system, similar to the well
known “nanostar” dendrimer,>>3*!7 in which directional en-
ergy transfer mechanisms can be studied. The molecule is
large enough to allow us to address several aspects that
were not present in previously studied models. We present
a simplified picture of the intramolecular energy transfer
process based on the time evolution of the localization
of the electronic transition density. Using it, the contribu-
tions of the different energy transfer pathways to the energy
transfer process are discussed, and a general mechanism is
proposed.

We make use of our previously developed non-adiabatic
excited state molecular dynamics (NA-ESMD) framework
and implement our recently developed state reassignment
algorithm® to correctly treat trivial unavoided crossings
between the numerous coupled electronic states within
the surface hopping methodology. Both the through-bond
two-ring— three-ring— four-ring transfer pathway and the
through-space direct two-ring— four-ring transfer pathway
are investigated. An analysis based on the variation of the
energy gaps between consecutive electronic excited states in
response to the intramolecular flux of the transition density
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is presented. We also demonstrate that the vibrational excita-
tions of the C=C stretching motions change according to the
through-bond or through-space mechanism.

Il. METHODS
A. NA-ESMD background

Within the NA-ESMD framework,°8 direct nona-
diabatic molecular dynamics simulations®® can be ap-
plied to describe photoinduced dynamics in large organic
conjugated molecules involving multiple coupled elec-
tronic excited states. Such NA-ESMD simulations are per-
formed by combining the molecular dynamics with quantum
transitions**-23-4! (MDQT) approach with “on the fly” analyti-
cal calculations of excited state energies,*”** gradients®43-46
and non-adiabatic coupling®®4"? terms. This is possible us-
ing the collective electron oscillator (CEOQ) method’->%? ap-
plied at the AM1 (Ref. 53) semiempirical level in combination
with the configuration interaction singles (CIS) formalism to
describe correlated excited states. A detailed discussion about
the NA-ESMD implementation, advantages, and testing pa-
rameters can be found elsewhere 34

B. Transition density localization

The CEO approach®® has been used to calcu-
late transition density matrices (0%%)un = (Po(r; R())
X |chcal@g(r; R(1))) (denoted electronic normal modes) us-
ing the ground-state density matrix being ¢ (r; R(#)) and
¢.(r; R(t)) the CIS adiabatic functions of the excited and
ground state respectively. ¢/ (c,) is creation (annihilation) op-
erator; and n and m refer to atomic orbital (AO) basis func-
tions. Therefore, the net change in the distribution of the elec-
tronic density induced by optical excitation from the ground
state g to an excited electronic « state can be follow through
the diagonal elements of (p%%),,.'* At the CIS approxima-
tion, the normalization condition ), (08)2, = 1%:36 jg
fulfilled. In order to obtain the fraction of the transition den-
sity localized on each linear PPE unit (i.e., two-ring, three-
ring, and four-ring linear PPE units), we sum up the atomic
contributions belonging to each of them as

(05 Vxering = D, (0% o omn + ( D 05N g

namp namg
1
+y (pg"‘)iBmA) + 5 2 Oy (D)
npma ngmg

where the index A runs over all atoms localized in the X-
ring (X = 2,3,4) linear PPE unit, and the index B runs over
atoms localized in between these units. Consequently, in our
case y (,og"‘)fi_ring ~ 1 since meta-conjugation blocks long-
range electronic interactions.

C. Molecular dynamics simulations

NA-ESMD simulations of the photoexcitation and in-
tramolecular energy transfer between m-branched PPE
units were performed on the model molecule depicted in
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FIG. 1. (a) Chemical structure of the molecule studied in this work. A pair of
two-ring units, a three-ring, and four-ring linear poly(phenylene ehynylene)
units linked by meta-substitution. (b) Simulated absorption spectrum (solid
line). Contributions of the different excited states are also depicted. The ar-
row indicates the maximum of the laser excitation wavelength used in the
simulations.

Figure 1(a). To describe the motion of the classically treated
nuclei, the Langevin equation at constant temperature®’ with
a friction coefficient y of 2.0 ps~! was used.’® This value has
been chosen to allow an efficient temperature coupling.’’ As
it has been previously shown, larger values of y lead to faster
vibrational relaxation. The resulting vibrational damping re-
duces the value of the computed nonadiabatic coupling terms
(NACTSs) (Refs. 54 and 59) with the concomitant effects on
the electronic relaxation. Nevertheless, only dramatic changes
(at least an order of magnitude) in the y value seem to lead to
any significant effects in the overall relaxation rates.’*

The initial positions and momenta for the NA-ESMD
were taken from a previously equilibrated 500 ps of MD sim-
ulations at 300 K with the molecule in the ground electronic
state and a classical time step At = 0.5 fs. The initial excited
state was chosen according to a Frank-Condon window de-
fined as

8u(r, R) = exp [~ T*(Ejaser — )*]. 2)

where Ej.,, expressed in units of fs~! as well as g, repre-
sents the energy of a laser centred at 346 nm that corresponds
to the maximum wavelength of the sum of the contributions
of states S, (n > 3) to the theoretical absorption spectrum (see
Figure 1(b)). The laser shape is assumed to be a Gaussian f{f)
=exp (— 21277, T? = 42.5 fs, that corresponds to a Gaus-
sian FWHM of 100 fs. Thus, the initial excited state is se-
lected according to the relative values of the g, (r, R) weighted
by the oscillator strengths of each state «.

For all simulations, the AM1/CIS level of theory has been
used. Twenty excited electronic states and their nonadiabatic
coupling vectors dyg were included in the simulations. Details
about our NA-ESMD implementation and parameters can be
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found elsewhere.>* A swarm of 400 NA-ESMD trajectories
were propagated for 150 fs at 300 K. The nuclei are prop-
agated with the velocity Verlet integration method® with a
classical time step At = 0.1 fs. The differential equations for
the propagation in time of the electronic quantum coefficients
are solved using Runge-Kutta-Verner fifth- and sixth-order
method as implemented in the NA-ESMD framework>® using
a quantum time step 6t = At/4.

lll. RESULTS AND DISCUSSION

NA-ESMD simulations have been performed in order to
study the ultrafast intramolecular energy transfer that takes
place in the model branched dendritic molecule, depicted
in Figure 1(a), following photoexcitation. The initial excited
states are populated according to their contributions to the
simulated absorption spectrum shown in Figure 1(b) using a
Frank-Condon window defined by a Gaussian shaped laser
centered at 346 nm with FWHM of 100 fs. According to ex-
perimental spectroscopic results, the different excited states
are initially localized in the different linear PPE units."® In
Figure 2 we show the initial localization of the electronic
transition density for the four lowest excited states. As can
be seen, the lowest singlet S; state is mainly localized in the
4-ring linear PPE unit, the subsequent state in the energy-
order, the S, state, is mainly localized in the 3-ring linear
PPE unit, and the higher energy S; and S, states are par-
tially delocalized in the 2-ring linear PPE units. Therefore, we
confirm that the dendrimer molecule can be effectively repre-
sented as an ensemble of weakly coupled linear PPE chro-
mophore units. In agreement with previous works on related
systems,>!:3%:61:62 the absorption spectra can be analyzed as
the sum of the absorption of each separate linear PPE pho-
toactive unit: two-ring, three-ring, and four-ring linear PPE
units. That is, according to the contributions of the differ-
ent excited states to the total absorption spectra shown in
Figure 1(b), the peak at 390 nm corresponds to the absorption
of the S| state whose transition density is mainly localized
in the four-ring unit, the shoulder at 370 nm corresponds to
S, with the transition density mainly localized in the three-
ring unit, and the peak at 336 nm represents a superposition
of states mainly localized in the two-ring unit and higher fre-
quency states localized on different bonds of the molecule. A
detailed analysis of the states that contribute to the latter peak
has shown that states mainly localized in the two-ring units
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FIG. 2. Initial localization of the electronic transition densities for the four
lowest excited states.
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FIG. 3. Population on each electronic surface as a function of time obtained
from the fraction of trajectories in each state.

correspond to states in the range [S3:S¢] presenting a joint
maximum absorption at 346 nm. Therefore, the excitation at
346 nm allows us to maximize the initial localization of the
electronic transition density on the two-ring units.

The time evolution of the populations on each electronic
excited state after photoexcitation is shown in Figure 3. While
20 excited states have been considered during the NA-ESMD
simulations, for the sake of simplicity only the sixth lowest
states are displayed. States relevant to the intramolecular en-
ergy transfer process can be classified into three categories.®
On one hand, we have the S4-S¢ states that lose their initial
populations in about 80 fs. These states show transition densi-
ties mainly localized in the two-ring units. On the other hand,
S, and Sj3 states actually act as intermediate states increasing
their populations during the first 20 fs and subsequently de-
pleting but at slower rates. These states are localized either in
the two-ring and three-ring ring units since geometrical dis-
tortions can affect the energy order of their corresponding di-
abatic states throughout the photoinduced dynamics. Finally,
the S; state, mainly localized in the four-ring unit, increases
its population throughout the entire simulation reaching a fi-
nal value of ~80%.

The large number of intermediate electronic excited
states involved in the process makes it quite difficult to iden-
tify them as they evolve with time. For the sake of simplicity,
the unidirectional energy transfer can be revealed by follow-
ing the changes in the localization of the electronic transition
density of the current state instead of the confusing adiabatic
time evolution of the electronic populations. That is, the sim-
ple identification of the electronic excited states by energy or-
dering is not useful in this respect due to the multiple cross-
ings and mixing that the adiabatic states undergo over time.
In Figure 4 the time-dependent average of the fraction of the
transition density localized in the two-, three-, and four-ring
linear PPE units ((,og"‘)%(_ring, with X = 2,3, and 4 calculated
using Eq. (1)) is shown. As can be seen, initially the transition
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FIG. 4. Time-dependent average of the fraction of the transition density lo-
calized in the two- (green), three- (blue), and four-ring (red) linear PE units.

density is mainly localized in the two-ring unit but an almost
complete ultrafast electronic energy transfer to the three- and
four-ring linear PPE units takes place in ~80-100 fs. Further-
more, a transient increase in the localization of the transition
density in the three-ring unit indicates that this linear chro-
mophore unit acts as a bridge connecting the two- and four-
ring units. Finally, as a result of the electronic energy flux
throughout the molecule, the average transition density be-
comes more and more localized in the four-ring unit. Based
on our data, we postulate a kinetic scheme of the following

type:
k k
(pga)Z-ring —1) (Ioga )3-ring —2) (pga )4-ring

through — bond pathway, (3a)

k
(Pga)z-ring—3>(pga)4-ring
through — space pathway. (3b)

By fitting the evolution in time of (0*¥)xne Wwith (X
= 2,3,4) (see Figure 4), we obtain values of k; = 0.009 fs~!
(t1 = U ky = 111 fs), ky = 0.003 fs~! (15 = 1/ ky = 333 fs),
and k3 = 0.005 fs~! (t, = 1/ k, = 200 fs).

Let us next analyze the intramolecular energy transfer
pathways involving the participation of the different linear
PPE units of the system. The unidirectional energy transfer
from two to four rings can occur through two distinct chan-
nels, (a) the through-space direct pathway two-ring— four-
ring (Eq. (3a)), and (b) the through-bond sequential transfer
two-ring— three-ring — four-ring (Eq. (3b)). Our goal is to
distinguish between these two possible pathways and to an-
alyze the contribution of each of them to the final unidirec-
tional energy transfer. Taking into account that the changes in
the fraction of transition density localized in each linear PPE
unit during the ith classical time step At of the jth trajectory
satisfies

> A0 g =0 (X =2,3,4) @)
X
with

2 2 2
Ai (’Ojga)X-ring = Ai (pjga)X-ringe Y-ring+ Ai (pjga)X-ring»Z—ring

X, Y, Z =2, 3, 4alternatively).
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It is straightforward to obtain the effective energy trans-
fers Ai(pngtﬁ(—ring—)Y-ring and Ai(pjga)%(-ringez-ring consider-
ing the minimum possible path between them. On one
hand, for the generic cases where effective X-ring — Y-ring
+ Z-ring transfers are observed (.., Ai(p{*)%.ipg < 0, while
Ai (0 -ring a0 A; (0F%)7_ g are > 0), e consider that the
net gain of transition densities in the Y-ring and Z-ring PPE
units comes through the direct transfer from the X-ring PPE

unit, subsequently
= =2 (0 -ring
A (p )Z ring*

On the other hand, for the generic cases where effec-
tive X- ring + Y-ring — Z-ring transfers are observed (i.e.,
Ai (D) wring> and Ai(pf“)3_jipg are < 0 while A;(0*)7_ i
is > O) no transfer between X- and Y-ring PPE units is con-
sidered, and

Aj (IO )X -ring— Y-ring (5)

A; (10 )X -ring—Z- rmg

A (10 )X -ring—Z-ring = A (10 )X -ring’

(6)

A (IO )Y -ring—Z-ring = A (,0 )Y -ring*

Figure 5(a) shows the average cumulative time-
dependent change of the transition density localized in the
four-ring linear PPE unit calculated as

AP Y iring(®) = APV ring - aring ()
+A(Pga)%-ring—>4-ring(t) )

being A(pga)%-ringe&ring(t) and A(loga)%-ring%&ring(t) the av-
erage effective two-to-four ring and three-to-four ring trans-
fers, respectively,

Z Z A; (,0 )2 -ring—4-ring°’

/*l i=I

ga
(10 )2 -ring—4- rmg

through — bond pathway, (8a)

Z Z A; (IO )3 -ring—4-ring’

jlll

ga
(p )3 -ring—4- rmg

through — space pathway, (8b)

with N; = ALI, M being the total number of trajectories. Dur-
ing the first 150 fs after photoexcitation, 56% of the en-
ergy received by the four-ring linear PE unit comes from
the direct through-space pathway two-ring— four-ring, while
44% comes from the through-bond sequential transfer two-
ring —three-ring — four-ring. As can be seen, the two-
ring— four-ring pathway dominates during the very early
times of the photoinduced dynamics, that is, at times shorter
than 10 fs, after which its rate of energy transfer decreases
significantly. On the other hand, the two-ring — three-ring
—four-ring pathway seems to present a delay time of ~ 40 fs
until it starts to contribute significantly to A(pg“)i_rmg. In
the same way, Figure 5(b) represents the average cumula-
tive change of the transition density initially localized in the
two-ring linear PPE unit, A(pgo‘)g_ring(z‘), as a result of effec-
tive two-to-four ring transfers, (,og"‘)g_ring% 4-ring (1), and two-
to-three transfers, (pg"‘)g_rmg_ﬁ_rmg(z‘).
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FIG. 5. (a) Average cumulative change of the transition density localized
in the four-ring linear PE unit as a result of an effective two-to-four ring
transfer (green line), three-to-four ring transfer (blue line), and the sum of the
contribution from both channels (red line); (b) Average cumulative change
of the transition density initially localized in the two-ring linear PE unit as
a result of an effective two-to-four ring transfer (red line), three-to-four ring
transfer (blue line), and the sum of the contribution from both channels (green
line).

As it has been previously pointed out, the initial state is
mainly localized on the two-ring units. Therefore, it is in-
teresting to analyze whether the initial state is localized in
only one of the two-ring linear PPE units or if it is spread
between both of them. In order to answer this question, we
have analyzed the distribution of the initial transition densities
(t = 0) localized in the two-ring linear PPE units. As a result,
we observe that the initial state is never localized in just one
of the two-ring units;%3 instead, the most probable distribu-
tion is ~ 80% in one unit and 20% in the other (see states
S3 and Sy in Figure 2). Furthermore, initial states with half of
their transition densities localized in each of the two-ring units
are also frequent. Our previous studies of simplified molecu-
lar models, have revealed the main role the ethynylene triple
bonds play in the unidirectional energy transfer process.':3
Therefore, it is instructive to evaluate the delocalization of the
initial excited state between both two-ring PPE units using the
average triple bonds participation number,**% Pc_c, for the
transition density of the initial electronic state defined as

-1

1 M | Ne=c /Nao 2
PP (Z(ﬁf%i) , ©)

j=t| i \ae

Pc=c =
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FIG. 6. Histograms of the energy gap AE X-ring

ii_1 between the S; and §;.; states

(solid lines) and the energy gap AEﬁ;‘:‘g between the S;4; and S; states

(dashed lines) while nuclei are moving on the i state whose transition den-
sity is more than 90% localized in the X-ring linear PE unit (X = 2, 3,
and 4).

where Nc—c = 7 is the total number of ethynylene bonds
(C=C) of the molecule, and the index A runs over the Nago
atomic orbitals associated with C atoms of the ith triple bond.
p;* implies the renormalization of p;* restricting its calcula-
tion to C atoms that belong to triple bonds. In this way, the
initial states without significant contributions of the stretch-
ing motions in the direction of the ethynylene bonds (C=C),
(which do not directly participate in the unidirectional en-
ergy transfer’®), are excluded. The initial expected Pc—c value
should be 1 if the initial state is localized in only one of the
two-ring units, and 2 if it is spread between them. We have
obtained an initial value of Pc—¢ ~ 2, confirming the delocal-
ization of the initial excited state between both two-ring PPE
units. %3

We will now investigate the mechanism that leads to the
highly efficient ultrafast intramolecular energy transfer by ex-
ploring the role of the nuclear differential motion on the dif-
ferent potential energy surfaces. Figure 6 displays histograms

of the energy gap AE;ng between the S; and S;.; states

(solid lines) and the energy gap AE,. 1+ between the Sii i
and S; states (dashed lines) while nuclei are moving on the
ith state whose transition density is more than 90% local-
ized on the X-ring linear PPE unit (X = 2,3, and 4). First,
relatively small values of AE? ¢ indicate that the nuclear
motion on electronic excited states whose transition densi-
ties are localized on the two-ring units keeps the current i
state close to the one immediately below it. According to
the Hellmann-Feynman theorem,*’ this feature favours the
energy transfer between them since the nonadiabatic cou-
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FIG.7. Jablonski diagram for the Shishiodoshi unidirectional energy transfer
mechanism that takes place during the NA-ESMD simulations of the model
branched dendritic molecule.

plings d; _1y are proportional to 1/AEg.);. On the other
hand, large value of AE?:llflig indicates that while the system
transfers its electronic population to surfaces whose transi-
tion densities are localized on the three-ring unit, the energy
gaps between these states increase, separating the surfaces.
Therefore, AEi;i"}g < AE?;TZg guarantees the unidirectional
two-ring— three-ring energy transfer. Thereafter, while the
excitation energy remains localized in the three-ring unit, we
observe that AEi;r_mlg < AE:_rlmlg While the current state i
is localized in the three-ring unit, the i+1 state is likely to
be in the two-ring unit while the i-1 state is in the four-ring
unit. Therefore, AE: e < AE?:;Zg indicates that the three-
ring —four-ring energy transfer will be more likely than the
three-ring— two-ring one. Finally, AEi e < AE?:]lig en-
sures that the energy flow in the opposite direction four-ring
— three-ring is negligible. In summary, the fact that AE;, "*

X+1)-ri . e
< AEi( +Ti) e guarantees an efficient unidirectional two-

ring — three-ring— four-ring energy flow within the model
dentritic molecule. It is important to stress that this analy-
sis have been preformed considering our simplified coarse
grained description of the process in terms of the time-
dependent localization of the transition density of states. Ob-
tained results are consistent with previous data obtained in
terms of specific adiabatic excited electronic states.”® Figure 7
outlines what we call the Shishiodoshi unidirectional energy
transfer mechanism due to its similarity to the well-known
mechanism of a Japanese bamboo water fountain. That is,
while the electronic population is mostly on states with tran-
sition densities localized in the two-ring units, the energy gap
between the current state and the state immediately below re-
mains small. Therefore, the energy flows between them. Once
the electronic population has been substantially transferred to
states localized on the three-ring unit, the nuclear motion on
the new surface decouples these states but starts to couple the
new state with the corresponding state immediately below.
The energy transfer between these new states persists until
most of the population has been transferred to the state local-
ized in the four-ring unit. After that, these latter states then
separate from each other.

As we have shown previously the intramolecular
vibrational energy redistribution that accompanies the elec-
tronic energy transfer can be followed by analyzing the time

18,58
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FIG. 8. Length of particular ethynylene bonds (labeled X) as a function of
time obtained from the average of trajectories that reach final states with tran-
sition densities 90% localized in the 4-ring linear PE unit.

evolution of the average over all trajectories of the ethynylene
bond lengths (Figure 8). The stretching of the triple bonds
of the two-ring components becomes highly excited imme-
diately after the initial vertical electronic excitation of the
molecule. This initially localized excess of vibrational energy
is rapidly dampened while nonradiative transitions from the
initial electronic excited state to other electronic excited states
localized in the three- and four-ring units take place. The
stretching of the triple bonds of the three-ring unit, while par-
tially vibrational excited due to direct initial electronic excita-
tion to states localized in the three-ring unit, act as intermedi-
ates in the vibrational energy flow throughout the molecule.
Finally, the stretching of the triple bonds of the four-ring
unit gets progressively larger in time reaching a maximum
at the end of the NA-ESMD simulations. At this point it is
interesting to stress that the coherent vibrational motion ob-
served during the first oscillations of the ethynylene bond cor-
responds to a coherence associated to the classical motion of
the ethynylene bonds as harmonic oscillator, as has been re-
cently pointed out by W. H. Miller.® Likely a quantum treat-
ment of these high frequency motions will average out, at least
partially, these coherent dynamics.

Finally, we analyze the concurrence of the electronic and
vibrational excitations. Figure 9 shows histograms for lengths
of the ethynylene bonds while nuclei are moving on states
whose transition densities are more than 90% (solid lines) or
less than 10% (dashed lines) localized in the X-ring linear
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FIG. 9. Histograms for lengths of the ethynylene bonds while nuclei are
moving on states whose transition densities are more than 90% (solid lines)
or less than 10% (dashed lines) localized in the X-ring linear PE unit (X =2,
3, and 4 for (a), (b), and (c), respectively).

PPE unit (X = 2, 3, and 4 for (a), (b), and (c) respectively).
As can be seen, the localization of triple bond excitations co-
incides with the localization of the electronic transition densi-
ties. Therefore, the photoinduced dynamics can be defined as
a concerted unidirectional electronic and vibrational energy
transfer process.

IV. CONCLUSIONS

We have performed non-adiabatic excited state molec-
ular dynamics simulations of a polyphenylene ethynylene
dendrimer composed of meta-linked two-, three-, and four-
ring linear PPE units. Simulations were done using the well-
studied Tully’s fewest switches surface hopping algorithm
and a recently developed state reassignment algorithm has
been implemented to treat regions of unavoided state cross-
ings. Our analysis reveals the microscopic determinants for
concerted unidirectional electronic and vibrational energy
transfer between the PPE units.

We have shown that the unidirectional energy transfer
process cannot be easily expressed in terms of the evolution
of the populations on each adiabatic electronic excited state
given by energy ordering. This is due to the multiple cross-
ings and mixing that the states undergo over time. Therefore,
we have proposed a novel alternative based on following the
changes in the localization of the electronic transition den-
sity of the current state. In this way we have observed that
the initial excitation is localized on the two-ring units and
that the energy transfer to the three- and four-ring units is
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complete within ~ 80-100 fs as the transition density grad-
ually becomes localized in the four-ring unit. Further inves-
tigation of the changes in the localization of the electronic
transition densities revealed that the energy transfer occurs
via both through-space and through-bond pathways.

The initial state is always spread between both of the
two-ring units with some delocalization between the two- and
three-ring units as indicated by the triple bond participation
number. Our results confirm that the highly efficient ultra-
fast intramolecular energy transfer is unidirectional proceed-
ing sequentially via two-ring— three-ring— four-ring energy
flow within the model dentritic molecule. The energy gaps be-
tween the excited states are coupled to the nuclear motions re-
sulting in a Shishiodoshi-like energy transfer where, once the
electronic population has been transferred to the state directly
below in energy, the two states decouple thereby preventing
energy transfer in the opposite direction.

Finally, we are able to relate the transfer of electronic en-
ergy from the two- to three- to four-ring PPE units with a co-
inciding vibrational energy transfer by examining the stretch-
ing motions in the direction of the ethynylene bonds. As
expected, the excitation of the ethynylene triple bond accom-
panies the localization of the electronic transition density in-
dicating that the triple bond stretching motion is required for
the energy transfer to proceed. The efficient two-ring— three-
ring— four-ring vibrational energy transfer accompanies the
electronic energy transfer and is also unidirectional.
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