Towards a precision measurement of the Casimir force in a cylinder-plane geometry
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We report on a proposal aimed at measuring the Casimir force in the cylinder-plane configuration. The Casimir force is evaluated including corrections due to finite parallelism, conductivity, and temperature. The range of validity of the proximity force approximation is also discussed. An apparatus to test the feasibility of a precision measurement in this configuration has been developed, and we describe both a procedure to control the parallelism and the results of the electrostatic calibration. Finally we discuss the possibility of measuring the thermal contribution to the Casimir force and deviations from the proximity force approximation, both of which are expected at relatively large distances.
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I. INTRODUCTION

The study of quantum vacuum in modern physics is crucial due to its profound implications over a broad range of length scales, from elementary particle physics and quantum field theory [1] to cosmology [2–6]. In between the extremes, the Casimir force [7] has provided an experimentally accessible window at the mesoscopic scale through which significant information about quantum vacuum can be retrieved. The Casimir force, which can be interpreted as the net effect of the radiation pressure resulting from the zero point electromagnetic fluctuations, has been studied in detail both theoretically and experimentally [8–15]. A first generation of experimental studies immediately followed this prediction, both in the parallel plane configuration originally proposed by Casimir himself [16], and in a variant of this configuration based upon a sphere and a plane [17]. These attempts had partial success in measuring the Casimir force due to a variety of technical issues. In the last decade, a new wave of experiments have succeeded in measuring the force in the parallel plane and in the sphere-plane geometries. The accuracy obtained in the measurements ranges from 15% in the parallel plane case [18] to 0.1%–5% in the sphere-plane case [19–25]. The accuracy for the former configuration is limited mainly by the stringent requirements for parallelism between the two plates while in the latter configuration the limitation is due to the small force signal available, leading to a maximum explorable distance between sphere and plane of about 1 μm [24]. At distances smaller than 1 μm the correction to the Casimir force due to finite conductivity and roughness of the substrates cannot be neglected, and has to be taken into account in the theoretical expression of the force. Furthermore, the Casimir force in the sphere-plane configuration is evaluated by using the so-called proximity force approximation [25,26], introducing an uncertainty, estimated to be in the 0.1% range, in the theoretical prediction.

In this paper we report on theoretical and experimental studies of a geometry which interpolates between the two abovementioned configurations, namely the cylinder-plane geometry. This geometry is a compromise between the parallel plane and sphere-plane configurations, as it offers a simpler way to control the parallelism, with respect to the former geometry, while providing a sufficiently increased force signal at large distances in comparison to the sphere-plane configuration. The study of the cylinder-plane configuration also provides insights into the finite temperature contribution to the Casimir force, as well as into the validity of the proximity force approximation. We show how some of these open issues in large-distance Casimir physics, still to be pursued in the laboratory, are easier to deal with in this geometry with respect to those already studied. Mastering the Casimir force at the highest level of accuracy is mandatory to give limits to other macroscopic forces acting in the micrometer range, such as expected corrections to the Newtonian gravitational force [27].

The paper is organized as follows: in Sec. II we discuss the Casimir force in the cylinder-plane geometry introducing the main sources of deviation from ideality such as finite parallelism, finite conductivity, and finite temperature. Prior to this, the calculation of the electrostatic force in the same geometry is presented. This is crucial not only for the calibration of the apparatus, by applying externally controlled electric fields, but also for the discussion of the expected background noise due to unavoidable residual electrical charges present on the two surfaces. Also, the validity of the proximity force approximation and some related subtleties in its definition at the next-to-leading order are discussed. In Sec. III, we present an apparatus developed at Dartmouth to test the basic principle of the measurement and to demonstrate various techniques specific to this configuration. In Sec. IV, we present the projected sensitivity of the apparatus. This leads to a discussion of the possible explorable physics, in particular the measurement of the thermal contribution to the Casimir force and the test of the validity of the proximity force approximation.
II. COULOMB AND CASIMIR FORCES IN A CYLINDER-PLANE GEOMETRY

A. Electrostatic force

A first step towards measuring the Casimir force in the cylinder-plane geometry is to evaluate the force signal expected for the corresponding electrostatic force. Any apparatus for measuring the Casimir force has to be calibrated with a more controllable, better understood, force like the Coulomb force. Additionally, the electrostatic force is unavoidably present as a background due to the residual electric charges on the conducting surfaces. Let us consider a perfectly conducting cylinder of length $L$ and radius $a$ (with $L \gg a$ to neglect border effects) kept at a fixed electrostatic potential $V_0$. The cylinder is parallel to a perfectly conducting, grounded, planar surface of area $A$, and the distance between the two conductors is denoted by $d$. For this geometry, the exact electrostatic force between the cylinder and the plane is given by [28]

$$F_{\text{El-ex}}^{(0)} = \frac{4 \pi \varepsilon_0 L V_0^2}{\Delta \ln^2 \left( \frac{h - \Delta}{h + \Delta} \right)},$$

where $\Delta = \sqrt{h^2 - a^2}$ and $h = d + a$. In the limit $d \ll a$, this expression reduces to

$$F_{\text{El}}^{(0)} = \frac{\pi \varepsilon_0 \sqrt{a} L V_0^2}{2 \sqrt{2} d^{3/2}}.$$ (2)

As we will discuss below, this equation can also be derived using the proximity force approximation [25,26]. In Fig. 1 we compare the absolute electrostatic forces corresponding to the parallel plane, cylinder-plane, and sphere-plane configurations with typical values of the relevant parameters, already achieved or achievable in practice. Since, under general experimental conditions, the cylinder and the plane will not be perfectly parallel, we need to calculate the corrections to Eq. (2) due to nonparallelism. This is easily obtained by using the proximity force approximation, with a local distance between the cylinder and the plane given by $d(x) = d - (L/2 - x)\tan \theta$ (see Fig. 2). We obtain

$$F_{\text{El}}^{(0)} = F_{\text{El}}^{(0)} \left[ \frac{1}{\sqrt{1 - \alpha}} - \frac{1}{\sqrt{1 + \alpha}} \right] \approx F_{\text{El}}^{(0)} \left[ 1 + \frac{5}{8} \alpha^2 + O(\alpha^4) \right],$$

where $\alpha = L \sin \theta / 2d$. As described in the next section, the quadratic dependence of the electrostatic force on the angle measuring the deviation from the ideal parallelism provides a way to optimize the parallelism between the cylinder and the plane during the electrostatic calibration.

B. Casimir force

To evaluate the Casimir force between the cylinder and the plane we use once again the proximity force approximation. For the parallel case ($\alpha = 0$), the Casimir force between the cylinder and the plane is attractive, and its magnitude in the limit $d \ll a$ is given by [29]

$$F_{\text{Cas}}^{(0)} = \frac{\pi^3 \hbar c L a^{1/2}}{384 \sqrt{2} d^{7/2}}.$$ (4)

The scaling of the Casimir force with distance in the cylinder-plane geometry is intermediate between the sphere-
plane case ($\propto d^{-3}$) and the parallel plane configuration ($\propto d^{-4}$). The absolute force signal, for typical values of the relevant parameters, is also intermediate (see Fig. 3). With respect to the sphere-plane geometry, one can enhance the signal by exploiting the linear dimension, i.e., the size $L$, as long as the parallelism between the cylinder and the planar surface does not become an issue. In comparison to the parallel plane situation, in the cylinder-plane configuration one needs to parallelize in only one spatial dimension instead of two, the latter being a considerably more difficult task. The correction to the cylinder-plane Casimir force in the slightly nonparallel case reads

$$F_{\text{C}}^\text{exp} = F_{\text{C}}^{(0)} \left( \frac{1}{\sqrt{1 - \alpha^2}} - \frac{1}{\sqrt{1 + \alpha^2}} \right),$$

which shows a strong similarity to the non-parallel Coulomb force, just differing at the leading orders by the coefficient of the quadratic correction in the parameter $\alpha$.

For an accurate comparison between experiment and theory, apart from the deviations from parallelism already taken into account within the proximity force approximation scheme, we consider the deviations of the predicted force from the ideal situation of perfect conductors, zero roughness, and zero temperature. For typical surfaces and realistic experimental sensitivities, the roughness correction is negligible with respect to other deviations at the distances we are interested in ($d > 1 \mu m$). On the other hand, combined temperature and conductivity corrections are usually important in this range of distances. We have computed these corrections via the Lifshitz formalism [30], which provides an expression for the pressure between two infinite, parallel plates. We have then used this result in the proximity force approximation for the cylinder-plane configuration. The Casimir pressure in the plane-plane configuration at finite temperature $T$ is given by the Lifshitz formula

$$P(d) = -\frac{1}{\pi \beta d} \sum_{m=0}^{\infty} \int_{m\gamma}^{\infty} dy \left[ \frac{r_{TM}^{-2} - 2y}{1 - r_{TM}^{-2} e^{-2y}} + \frac{r_{TE}^{-2} - 2y}{1 - r_{TE}^{-2} e^{-2y}} \right],$$

where $d$ is the gap between the plates, $\beta = 1/k_B T$ is the inverse temperature, and $\gamma = 2 \pi d / \beta \hbar c$. The prime on the summation sign indicates that the $m=0$ term is counted with half weight. The reflection coefficients $r_{\text{TE}}$ and $r_{\text{TM}}$ for the two independent polarizations TE and TM are computed at imaginary frequencies $\omega_m = i \xi_m$, where $\xi_m = 2 \pi m / \beta \hbar$ are the Matsubara frequencies.

Although the foundations for the Lifshitz formula are well established, the exact expressions for the reflectivity coefficients are not. Following the Lifshitz formalism, the reflection coefficients are expressed in terms of the dielectric permittivity $\epsilon(\omega)$ as

$$r_{TM}^{-2} = \left[ \frac{\epsilon(i\xi_m)p_m + s_m}{\epsilon(i\xi_m)p_m - s_m} \right]^{-2}; \quad r_{TE}^{-2} = \left[ \frac{s_m + p_m}{s_m - p_m} \right]^{-2},$$

where $p_m = y / m \gamma$ and $s_m = \sqrt{\epsilon(i\xi_m) - 1 + p_m^2}$.

Using tabulated optical data for different metals [31], it is possible to compute the dielectric permittivity along the imaginary frequency axis [32]. As an example, we show in Fig. 4 the numerically computed permittivity of Au as a function of frequency. For the computation of the $m$ summation in Eq. (6) we used a cut-off $m_{\text{max}}$ corresponding to a Matsubara frequency $\xi_{m_{\text{max}}} = 10^{17}$ rad/s. For the range of
extrapolates the optical data using the Drude model: permittivity data for all Matsubara frequencies we are interested in \((-20 °C \leq T \leq +60 °C\), temperatures we are interested in \((-20 °C \leq T \leq +60 °C\), permittivity data for all Matsubara frequencies \(\xi_m = 2 \pi m / \beta h\) corresponding to \(m \geq 1\) can be extracted from the optical data (see Fig. 4). To calculate the \(m=0\) contribution, it is however necessary to extrapolate the available data to zero frequency. This extrapolation has been done in the literature using different theoretical models, and has led to controversial predictions for the Casimir force between parallel plates [23,33–43].

We have computed the Casimir force between the cylinder and the plane using two distinct theoretical approaches. In the first approach, the optical data are extrapolated using the plasma model for the dielectric permittivity [11,23]: \(\epsilon(i\xi) = 1 + \omega_p^2 / \xi^2\), where \(\omega_p\) is the plasma frequency (equal to 9.0 eV for Au). In this model, the reflectivity coefficients for \(m=0\) are given by

\[
\begin{align*}
  r_{TM}^2(m=0) &= 1, \\
  r_{TE}^2(m=0) &= \frac{cyl + \sqrt{\omega_p^2 + (cyl)d^2}}{cyl - \sqrt{\omega_p^2 + (cyl)d^2}}. \quad (8)
\end{align*}
\]

In the second approach, we use the model of [43], that extrapolates the optical data using the Drude model: \(\epsilon(i\xi) = 1 + \omega_r^2 / (\xi + \nu)\), where \(\nu\) is the relaxation frequency (equal to 35 meV for Au). In this second model, the reflectivity coefficients for \(m=0\) are, in contrast to those found in Eq. (8),

\[
\begin{align*}
  r_{TM}^2(m=0) &= 1; \quad r_{TE}^2(m=0) = 0. \quad (9)
\end{align*}
\]

That is, in this second approach the transverse electric zero mode does not contribute to the Casimir force. In Fig. 5 we show the ratio \(F_{\text{Cas}}^{T, C} / F^{(0)}\) between the real Casimir force (including temperature and conductivity corrections) and the ideal one (perfect conductors, zero temperature) as a function of the gap \(d\) between the cylinder and the plane, assumed to be parallel. The two curves correspond to the two different theoretical approaches described above. As follows from the figure, the ratio of forces increases monotonically with distance for the plasma model, while it shows a small dip close to 3 \(\mu m\) for the Drude model. In Fig. 6 we show the same ratio of forces as a function of temperature for a fixed gap between the cylinder and the plane, set at \(d=3 \mu m\). The temperature range corresponds to the one we expect to control during the actual Casimir experiment at finite temperature. We see that the normalized force increases with temperature much faster for the plasma model than for the Drude model. In the entire targeted range of temperatures the two models give predicted forces differing by roughly a factor of 2, allowing for an easier experimental discrimination, provided that thermal expansion of the materials of the experimental set-up will be kept under control.

### C. Accuracy of the proximity force approximation

The calculations of the electrostatic and Casimir forces done in the previous sections rely on the proximity force approximation. We now discuss its validity in the ideal case of zero temperature and perfect conductor.

Let us first consider the proximity force approximation to the electrostatic force in the parallel cylinder-plane configuration...
Here $dA_i$ is the effective area of the infinitesimal parts in which the surfaces are divided to integrate the parallel plates result, and $\phi$ is the angle parameterizing the location of the infinitesimal surfaces on the the cylinder (see Fig. 7). Differ-
ent choices for this area give distinct proximity approximations for the force [44]. For example, the area of a small portion of cylinder is $dA_i = L a d \phi$, while the area of a small portion of plane is $dA_p = L a \cos \phi d \phi$. One could also use a combination of the two, like the geometric mean $dA_{gm} = (dA_i dA_p)^{1/2}$. These choices for the effective area give the same result to leading order in $d/a$, but they differ in the subleading corrections

$$F_c^{(i)}_{El} = \frac{\epsilon_0 V_0^2}{a^2} \int_0^{\pi/2} \frac{dA_i}{\left(1 + \frac{d}{a} - \cos \phi\right)^2}. \tag{10}$$

FIG. 7. Cylinder-plane geometry (lateral view). In the proximity
force approximation, the force is computed as a superposition of forces between infinitesimal parallel plates, separated by a distance $d(\phi) = d + a(1 - \cos \phi)$.

In Fig. 8 we show the ratios $F_c^{(i)}_{El}/F_{El}^{(0)}$, together with the exact result, also normalized to the leading proximity force approximation in Eq. (2). For small $d/a$, the exact value of the force is in between $F_c^{(c)}_{El}$ and $F_{El}^{(gm)}$. Moreover, a comparison of Eqs. (11) and (12) shows that the geometric mean prescription is closer to the exact force (a similar result has been obtained for the Casimir interaction energy between concentric cylinders [46]). Had we estimated the error of the proximity force approximation using $F_{El}^{(c)}$ and $F_{El}^{(gm)}$, we would have concluded that it is smaller than 1% for $d/a < 0.04$.

For the Casimir case, an analytic expression for the exact force is not available. Therefore, we will estimate the error of the proximity force approximation using $F_{Cas}^{(c)}$ and $F_{Cas}^{(gm)}$, defined as

$$F_{Cas}^{(i)} = \frac{\pi^2 \hbar c}{120 a^4} \int_0^{\pi/2} \frac{dA_i}{\left(1 + \frac{d}{a} - \cos \phi\right)^4}. \tag{13}$$

We obtain

$$F_{Cas}^{(i)} / F_{Cas}^{(0)} = 1 + \eta_{Cas}^{(i)} \frac{d}{a} + O\left(\frac{d^2}{a^2}\right), \tag{14}$$

Both results coincide within 1% for $d/a < 0.12$. 

For $d(\phi) = d + a(1 - \cos \phi)$.

FIG. 8. (Color online) Electrostatic force in the cylinder-plane
geometry, normalized to the electrostatic force evaluated in the
leading proximity approximation of Eq. (2). We show the exact
force (continuous line), and the force evaluated through different
proximity approximation schemes obtained using the area of the
cylinder (squares), the area of the plane (dots), and a geometric
mean of the areas (triangles). 

where $\eta_{El}^{(p)} = -0.75$, $\eta_{El}^{(c)} = 0.25$, and $\eta_{El}^{(gm)} = -0.25$ [45].

One could estimate the error of the proximity force approx-
ation as the difference between these results. How-
ever, for the parallel cylinder-plane configuration we know the
exact value of the electrostatic force, so we can use it to
analyze the accuracy of the different versions of the proximity
force approximation. The ratio between the exact and the
leading proximity electrostatic forces Eqs. (1) and (2) is
given by

$$F_{El}^{(i)} / F_{El}^{(0)} = 1 - 0.083 \frac{d}{a} + 0.035 \frac{d^2}{a^2} + \cdots. \tag{12}$$

Both results coincide within 1% for $d/a < 0.12$. 

where $\eta_{Cas}^{(p)} = -0.15$, $\eta_{Cas}^{(c)} = 0.05$, and $\eta_{Cas}^{(gm)} = -0.05$. These re-
results are shown in Fig. 9. We see that, for small $d/a$, the
cylinder-based proximity approximation is larger than the
leading order, while the opposite happens for the results
based on the plane and on the geometric mean areas. This is
analogous to the electrostatic case. Assuming that the exact
result is in between $F_{Cas}^{(c)}$ and $F_{Cas}^{(gm)}$, we estimate the error of
the proximity force as smaller than 1% for $d/a < 0.2$. It is
worth to note that the spread of the different approximations
is smaller for the Casimir force than for the electrostatic
force (see Figs. 8 and 9). This is due to the fact that, as the
Casimir force is stronger than the electrostatic one at small distances, the proximity force approximation is dominated by a smaller region around $\varphi=0$, where the difference between effective area is less important.

The exact Casimir energy for massless scalar fields satisfying Dirichlet boundary conditions in the cylinder-plane geometry has been computed using numerical simulations based on the wordline approach to quantum field theory [47]. Based on an analytic fit of the numerical data [48], we have found a deviation in the force with respect to the leading proximity force of 1% already at $d/a=0.06$. The difference is about 5% at $d/a=0.5$. These are still preliminary results, because the precision of the data is not very high, on the order of 10% for small values of $d/a$ [48].

Summarizing, if the Casimir force is measured at the 1% level, in order to see deviations from the proximity force the ratio $d/a$ should be larger than 0.2, according to the estimation based on the different choices of the area. On the other hand, numerical simulations suggest that deviations can already be present at $d/a=0.06$. Higher precision numerical data for the electromagnetic field are needed to confirm this prediction.

### III. ELECTROSTATIC CALIBRATIONS

In order to assess the sensitivity and the requirements for a precision measurement of the Casimir force in a cylinder-plane configuration, we have performed electrostatic calibrations with a prototype of the experimental apparatus (see Fig. 10 for details). The core part of the system is a stainless steel cantilever resonator faced on opposite sides by a stainless steel cylinder and an optical fiber for the detection of its displacement. The resonator is clamped to an aluminum base which is in thermal contact with a thermoelectric cooler for temperature stabilization. Below the resonator is the cylinder, attached to a frame mounted on two piezoelectric actuators providing a maximum displacement of $(15.00\pm1.5)\ \mu\text{m}$ for an applied voltage of 100 V. The two piezoelectric actuators

![FIG. 9. (Color online) Casimir force in the cylinder-plane geometry, normalized to the Casimir force evaluated in the leading proximity approximation. We show the different proximity approximation schemes obtained using the area of the cylinder (squares), the area of the plane (dots), and a geometric mean of the areas (triangles).](image)

![FIG. 10. (Color online) Images of the experimental set-up, with an overall view (left), a close-up on the cylinder-resonator region (right), and an image from the optical microscope (inset). Inside the vacuum chamber are visible the two piezoelectric actuators for the fine approach between the cylinder and the resonator on the bottom side, and the piezoelectric actuator for the fine approach of the optical fiber and its mount on the top side, with the fiber end facing the middle point of the resonator. In between are the resonator and the cylinder, with coarse motion controlled by vertical feedthrough micrometers. The fiber is sent through a feedthrough inside the vacuum chamber (left side in the overall view), while a goniometer stage is used for coarse parallelization (right side in the overall view). The large viewport allows for use of a digital optical microscope with up to 100× magnification for a rough parallelization and a coarse assessment of the fiber-resonator and resonator-cylinder size of the resonator is 2 cm×1 cm×178 \( \mu \text{m} \) for width, length, and thickness, respectively. The cylinder has a diameter $2a=6.35 \text{ mm (1/4 in.)}$ and a length of 2 cm.](image)
are located along the axis of the cylinder, providing both necessary adjustments for parallelization and the fine approach of the cylinder to the resonator. The coarse approach is provided by a feedthrough micrometer located at the bottom of the vacuum chamber. A few tens of micrometers above the resonator is the optical fiber, which is part of a fiber optic interferometer having as a light source a 5 mW diode laser at a wavelength of 671 nm. The displacement signal results from the interference between the light reflected by the resonator and the light internally reflected by the fiber end. The condition of interference which maximizes the displacement sensitivity (obtained at distances for which the dependence of the intensity versus the distance has the maximum slope) is obtained with a coarse approach of the optical fiber to the resonator through a micrometer stage, and a finer tuning with a piezoelectric actuator. The fiber position is stabilized by a servo loop circuit controlling the voltage driving the piezoelectric actuator. The explored resonator-cylinder distances, ranging between 15 µm and 40 µm, are estimated with a digital microscope, allowing for a consistency check with the a posteriori determination of the gap through data fitting, as described below. Further details on the apparatus setup, its characterization, sensitivity and the noise limitations will be provided in a future publication.

The calibration has been performed by measuring the frequency shift induced by the electrostatic force on the resonator (see, for instance [50]). For a generic distance-dependent force [such as the Coulomb force in Eq. (1) or the Casimir force in Eq. (4)], the shift in the proper frequency of the resonator can be written as

$$\Delta \nu = \nu - \nu_0 = -\frac{1}{4\pi^2 m} \frac{\partial F(d)}{\partial d},$$

where $m$ is the effective mass of the mode of oscillation of resonator. The corresponding frequency shift for the Coulomb case then assumes the form

$$\Delta \nu_{\text{Col}}^2 = -\frac{3\epsilon_0}{16}\sqrt{\alpha L} V_0^2 = k_c V_0^2,$$

where we have introduced a curvature parameter $k_c$ to parameterize the parabolic behavior of $\Delta \nu_{\text{Col}}$ versus the applied bias voltage $V_0$. The determination of the resonant frequency of a mode of oscillation of the cantilever is obtained by driving its motion with a piezoelectric actuator clamped in the proximity of its base and fed by the white noise source of a FFT spectrum analyzer. This last is used to acquire and perform the spectral analysis of the signal coming from the photodiode collecting the interference light at one port of the fiber mixer.

The electrostatic calibrations can be divided into three steps: (a) determination of the parallel configuration by looking at the minimum frequency shift at constant average distance and various tilting angles between the resonator and the cylinder, (b) measurements of the frequency shift versus bias voltage in the parallel configuration, and (c) repetition of the previous measurements for various values of the cylinder-resonator distance.

In order to determine the parallel configuration, we use the result obtained in Eq. (3), according to which the force exerted on the cantilever is expected to have a parabolic dependence on the angle describing the deviation from the ideal parallelism for small angles $\theta$. The coarse control of the parallelism is obtained by using a goniometer stage on which the resonator is mounted, which can be manually controlled with an in-vacuum feedthrough. For the fine control, two piezoelectric actuators are used in a differential mode, in such a way that the median distance between the resonator and the cylinder (i.e., the distance $d$ between the midpoints of the two structures, see Fig. 2) is unchanged. This is obtained by pivoting the cylinder around the middle point, i.e., by summing and subtracting equal amounts of voltage supplied to the two piezoelectric actuators moving the cylinder position. The plot of the resonator frequency versus the difference between the voltages applied to the two piezoelectric actuators driving the cylinder base $\Delta V_{\text{PZT}}$ starting from a common mode of $V_L = V_R = 50$ V, for $V_0 = 100$ V. The resonator frequency without bias voltage is $\nu_0 = 527.30 \pm 0.02$ Hz. The maximum frequency (corresponding to the minimum frequency shift with respect to $\nu_0$) realizes the condition for parallelism, and this occurs at $\Delta V_{\text{PZT}} = (54.8 \pm 7.1)$ V. As the two piezoelectric actuators are spaced by 2 cm, this corresponds to achieving parallelism within $\theta = 5.3 \times 10^{-5}$ rad. The determination of the frequency is based upon a fit of the mechanical transfer function of the resonator with a Lorentzian function, obtained through 100 averages of the FFT with a frequency span of 12.5 Hz.

![FIG. 11. Assessment of the parallelism. Resonator frequency versus the difference between the voltages applied to the two piezoelectric actuators driving the cylinder base $\Delta V_{\text{PZT}} = V_L - V_R$, starting from a common mode of $V_L = V_R = 50$ V, for $V_0 = 100$ V. The resonator frequency without bias voltage is $\nu_0 = 527.30 \pm 0.02$ Hz. The maximum frequency (corresponding to the minimum frequency shift with respect to $\nu_0$) realizes the condition for parallelism, and this occurs at $\Delta V_{\text{PZT}} = (54.8 \pm 7.1)$ V. As the two piezoelectric actuators are spaced by 2 cm, this corresponds to achieving parallelism within $\theta = 5.3 \times 10^{-5}$ rad. The determination of the frequency is based upon a fit of the mechanical transfer function of the resonator with a Lorentzian function, obtained through 100 averages of the FFT with a frequency span of 12.5 Hz.](https://physrev.aip.org/resource/1/PRAIA7/v72/i5/p052102_s1.xml)
After this preparatory measurement, we have then obtained the frequency shift versus the bias voltage, and the related curvature parameter $k_c$ of the expected parabolic dependence, as shown in Fig. 12. This has been repeated for various distances between the resonator and the cylinder, adding a common mode voltage to the actuators, thereby inducing a global approach of the cylinder to the resonator. In Fig. 13 the curvature parameter $k_c$ is plotted versus the piezoelectric actuator voltage $V_{PZT}$. The latter quantity is related to the absolute distance between the cylinder and the resonator as $d = d_{in} - \alpha_{act} V_{PZT}$, where $\alpha_{act} = (150.0 \pm 15.0)$ nm/V is the actuation coefficient of the piezoelectric and $d_{in}$ the initial distance corresponding to $V_{PZT} = 0$. This allows comparison of the data to the predictions from Eq. (16) of a power-law dependence with scaling $-5/2$ upon the absolute distance. As usually done in this type of measurement, the absolute initial distance has been determined by considering an offset as a free parameter in the fit. A zero distance, shorting the cylinder-plane gap, is reached when the piezoelectric actuator voltage is $V_{PZT} = d_{in} / \alpha_{act} = V_{MAX}$. From the value of $V_{MAX}$ determined from the fit, $V_{MAX} = (177.4 \pm 24.1)$ V, we deduce an initial distance $d_{in} = \alpha_{act} V_{MAX} = (26.6 \pm 4.5)$ $\mu$m. The estimated minimum gap corresponding to the maximum excursion of the piezoelectric actuator before shorting the gap is therefore $\approx 16.1$ $\mu$m, consistent with the expected roughness of both cylinder and resonator surfaces. The relative accuracy in the determination of the absolute distance in these preliminary calibrations is 17%. Better precision can be obtained by looking at gaps in the 10–30 $\mu$m range using a large magnification, high resolution optical microscope. The absolute gap can be accurately determined due to a particular feature of the cylinder-plane configuration: by properly illuminating the gap, the cylinder will appear reflected on the planar surface, and the distance between the cylinder edge and its mirror image on the plane surface can then be measured. Extension of the calibration into the range of interest for the measurement of the Casimir force (1–5 $\mu$m) will require high precision nanopositioners with minimal hysteresis, thereby reducing the relative error in the determination of the distance to less than 1%.

IV. EXPECTED CASIMIR FORCE SIGNAL

Based on the electrostatic calibrations and the possible short-term improvements, we now evaluate the sensitivity to physics related to the Casimir effect, in particular the thermal contribution and the test of the validity of the proximity force approximation scheme. The expected frequency shift due to the Casimir force is written as

$$\Delta \nu_{Cas-cl}^2 = -\frac{7\pi}{3072\sqrt{2}} \frac{\hbar L \sqrt{a}}{md^{3/2}}.$$  (17)

It is worth comparing the expected frequency-shift signal to the one already measured in Padova [18]. The squared frequency shift for a parallel plane configuration is expressed as

$$\Delta \nu_{Cas-cl}^2 = -\frac{\hbar c}{240md^3},$$  (18)

where $A$ is the surface area of the plates. Considering resonators with the same mass for the two configurations corresponding to Eqs. (19) and (20), we obtain a ratio between the expected squared frequency shifts as

$$\frac{\Delta \nu_{Cas-cl}^2}{\Delta \nu_{Cas-cl}^2} = \frac{35\pi L \sqrt{ad}}{64\sqrt{2} A}.$$  (19)

Apart from a numerical factor of order unity, the ratio between the expected squared frequency shifts is the ratio between the relevant geometrical scales in the two configurations, i.e., the transversal size of the resonator-cylinder region $L$, the geometrical average of the radius of curvature

---

**FIG. 12.** (Color online) Electrostatic calibrations. Squared frequency shift $\Delta \nu^2$ versus bias voltage between the cylinder and the resonator for different values of the cylinder-plane distance, corresponding to the application of $V_{PZT} = 0$ V (continuous line), 30 V (dashed line), and 70 V (dotted line). The curves are the best fit with a generic parabola. The typical resonance frequency without bias potential is around 527 Hz, with a bandwidth of 4 Hz. The peak frequency is determined through the Lorenzian fit with a typical error of 12 mHz.

**FIG. 13.** Electrostatic calibrations. Plot of the curvature coefficient $k_c$ versus the piezoelectric common mode voltage $V_{PZT}$ and best fit with a law $\Delta \nu^2 = a + b/(V_{MAX}^2 - V_{PZT})^{2.5}$ corresponding to the expected frequency-shift dependence from Eq. (16). The best fit gives a parameter $V_{MAX} = (177.4 \pm 24.1)$ V, corresponding to the voltage which should close the gap between the cylinder and the resonator.
of the cylinder $a$ and the cylinder-plane distance $d$, and the plates surface area $A$. By inserting the respective values from the Padova experiment, and a radius of the cylinder of 51 cm (using commercially available cylindrical lenses with proper metallic coating), at the distance $d=1 \mu m$ the ratio gives $\Delta V_{cp}^2/\Delta V_{pp}^2 = 0.727$. This implies that a frequency shift equal to $\Delta \nu_{cp} = \Delta V_{cp}^2/2\nu_0 = 4.08 \text{ mHz}$ (571 mHz) at a gap of 3 $\mu m$ (1 $\mu m$) is expected for the cylinder-plane case, as compared to a $\Delta \nu_{pp} = 3.2 \text{ mHz}$ (780 mHz) at a gap of 3 $\mu m$ (1 $\mu m$) for the parallel plane case. In preliminary long time average tests with our prototype we have obtained an error on the determination of the peak frequency of the resonator through a Lorentzian fit of $\approx 6 \text{ mHz}$. We find that the minimum detectable frequency shift can be made significantly smaller through a careful study of the resonance curve of the mechanical transfer function of the cantilever in a relatively large range of frequencies, equal to 10–20 times its intrinsic bandwidth. A careful fitting of data, with a long sampling time and a large number of averages, allow for the determination of the resonance frequency with a precision of the order of mHz or less, even when working with relatively large mechanical bandwidths as in the case of stainless steel resonators. From this point of view the use of resonators with a large quality factor may not seem advantageous; in order to acquire a resonance curve with the same resolution one needs to adapt a smaller frequency binning resulting in a much longer integration time, which is more vulnerable to frequency shifts possibly induced by the finite degree of stabilization of the temperature of the apparatus. Further improvements in the sensitivity are expected by implementing frequency and amplitude stabilization of the diode laser, high-performance actuators with minimal hysteresis and better displacement resolution, and a better control of the temperature setting and stabilization both for the resonator and for the fiber set-up. Alternative detection schemes, like homodyne or heterodyne modulations [50], may be utilized to improve the precision.

As a final assessment of the experimental set-up, apart from the need for improved planarity and decreased roughness of the resonator and cylinder surfaces using optical quality surfaces, and a careful determination of the absolute distance between the cylinder and the resonator as discussed above, we need to explore the Volta and patch electrostatic potentials present between the two surfaces. To quantify this, we need to explore the Volta and patch electrostatic potentials within a fraction of this value in order to see the thermal contribution to the Casimir force. The capability of counter-biasing the electrostatic potential difference at this level will require a dedicated study in a concrete setting once the gap distances will be reduced to few micrometers. From this point of view it is encouraging that, as visible in Fig. 1, the electrostatic force in the cylinder-plane configuration can exceed at large distances the corresponding one for the parallel plane situation. This can lead to larger signals in a wider range of distances and consequently to a more precise determination of the stray voltages to be counterbiased.

The apparatus could also be adapted to the study of the validity of the proximity force approximation. As we already mentioned at the end of Sec. II, recent numerical results based on the wordline approach [48] indicate that deviations from the proximity force approximation should be relevant starting from a ratio $d/a=0.06$ upward. For instance, at a distance of 5 $\mu m$ they should be of the order of 1% for a choice of the radius of the cylinder $a=100 \mu m$. This suggests the use of metallic wires to intentionally look for the deviation from the predictions of the proximity force approximation [47,48].

\textbf{V. CONCLUSIONS}

We have discussed a novel geometry to study the Casimir force which more adequately addresses current issues related to the large distance behavior of quantum vacuum fluctuations. In particular, this should allow for the study of the interplay of zero-point fluctuations with the thermal contribution due to the real photons present at any finite temperature. From this point of view the theoretical discussion presented here is complementary to the one presented in [29] for the case of eccentric cylinders, the latter being promising for investigating extra-gravitational forces due to a smaller sensitivity to long-range Casimir related effects. An apparatus to demonstrate some of the concepts developed in this discussion has been built and tested, showing promising features towards the observation of the thermal effect. With an upgraded version of the apparatus, including better thermal stabilization, high precision actuators, and mechanical resonators with decreased roughness, and with a careful study of the stray electrostatic potentials, we should be able to explore the Casimir force in the target range centered around 3 $\mu m$ with a precision of a few percent. Moreover, the possible observation of deviations from the force predicted by the proximity force approximation will be important to assess the limits to extra-dimensional forces of gravitational origin.
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In the only sphere-plane experiment exploring distances larger than 1 \( \text{m} \) [19], the COS correction was applied, see A. Lambrecht and S. Reynaud, Phys. Rev. A \textbf{67}, 517 (2004).
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already experienced in [16]. From this point of view a cylinder-plane configuration is more immune to the presence of dust particles, unless they are exactly located along the line of minimum distance between the cylinder and the plane.