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Sustainable energy infrastructure

Buildings

Energy Electicity

Buildings 41 75

Transportation 28

Industry 31

Renewable energy energy efficiency 

HVAC ~40% 

Lights ~40%

2017 USA energy outlook (eia.gov) 

Renewable energy: solar and wind
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Power grid: demand and supply must always be balanced

2003 US blackout
2012 India blackout

images courtesy: 
altenergymag.com, Time, indianexpress.com

2011 California 
blackout
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Demand-supply balanced by controllable generators
Grid control architecture (at present)
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Grid operator: man & machine
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A energy future with solar and wind? 

demand

wind generation

Batteries: Cost of electricity will increase by > 6 c/kWh*

Net demand:= demand -  uncontrollable generation

“Virtual energy storage from flexible loads: distributed control with QoS constraints”, P. Barooah, in “Smart Grid 
Control: Opportunities and Challenges”, Springer 2018

Need energy storage!
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Virtual Energy Storage (VES)
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VES: zero mean variation of power demand (kW) over baseline

“real” storage

“virtual” storage 
(one load or many)

Q1. How can loads supply that while maintaining guaranteed bounds on consumers’ 
quality of service (QoS)? 

Q2. If QoS is maintained, how does it meet the storage needs of the grid?
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Q1: How to ensure QoS constraints? 
Ans: Constrain “bandwidth” of power variation 

Example: Commercial building air conditioning (HVAC)

Building 
+  

HVAC system

Power variation (as fast as air flow variation)

Climate variation (much slower!)
air flow variation

time
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time

A virtual battery with charge/discharge cycle of  ~ (1 min - 1 hour)

time

kW

kW

time
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Q1: How to ensure QoS constraints?

|δ	
P(
jω
)|

ωL ωH
ω

(slow) (fast)

ttt

PSD of 
demand 
variation

** Ancillary service to the grid using intelligent deferrable loads 
S Meyn, P Barooah, A Busic, Y Chen, J Ehren, IEEE Transactions on Automatic 

Control, Nov. 2015

Equipment degradationUnacceptable  
temperature fluctuation

Just right!
Seconds>4 hours HVAC*

Equipment degradationUnacceptable  
Service

Just right!
Minutes>12 hours Pool pumps**

* Ancillary services through demand scheduling and control of commercial buildings, 
Y Lin, P Barooah, JL Mathieu, IEEE Transactions on Power Systems, Jan 2017

Ans: constraint on QoS = constraint on Fourier transform 
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VES from commercial building HVAC systems

chiller fan
VSD
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Band-pass
filter
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for power variation

u=Air flow rate in AHU2 in Pugh Hall

First experimental demonstration of a 
building providing “regulation” service*

* "Experimental evaluation of frequency regulation from 
commercial building HVAC systems", Y Lin, P Barooah, S Meyn, 
T Middelkoop, IEEE Transactions on Smart Grid 6 (2), 2015

Demonstration at Pugh Hall, UF

MAE-B
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Answers to Q1 (on QoS)
Q1.  How to maintain QoS? 

— The demand variation has to be band-limited (depending on type of load) 

Q1. (part 2)   How much VES capacity is out there? 

     —  Nationwide capacity in the [1 - 10 min] time-scale  is > 6 GW from fans alone*. 
     —  With chillers, flexibility is in [30 mins - 2 hrs] time scale, capacity is 5 times** 

Cost: Inexpensive (only change in software, no new hardware)

* H Hao, A Kowli, Y Lin, P Barooah, S Meyn, “Ancillary Service to the Grid through Control of Fans in Commercial Building HVAC Systems”, IEEE 
transactions on smart grid, 5(4), 2014 

** Ancillary services through demand scheduling and control of commercial buildings, Y Lin, P Barooah, JL Mathieu, IEEE Transactions on Power 
Systems, Jan 2017

**Ancillary services through demand scheduling and control of commercial buildings, Y Lin, P Barooah, JL Mathieu, IEEE Transactions on Power Systems, Jan 2017 12



Q2: How to meet the grid’s needs?
The net demand  

Has to be supplied by controllable resources:  
Controllable generators, batteries, …
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Net load as a function of frequency 

PSD estimate from BPA’s data (Jan-June of 2018)

1 hour 1/2 hr. 10 min

Low freq Medium freq (low) Medium freq (high) High freq.
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Ans. to Q2: Decompose net-load into distinct time-scales
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Low-pass component: Ideal for ...
Traditional generators
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Mid-pass (low) component: Ideal for VES from...
Loads with flexibility of many hours (industrial production,…)
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Mid-pass (high) component: Ideal for VES from...
Loads with flexibility of hours to minutes 

(water pumps, water heaters, residential HVAC,..)
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High-pass component: Ideal for VES from...
Loads with flexibility in minutes 

(Commercial HVAC, batteries,…)
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Green future with virtual batteries
Now
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New resources for the future grid
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The problem is coordination
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Distributed control

Network layer
Intelligence

Measurements:

(Demand Side Resources)
)))

(Coal, nuclear, gas, hydro ...)

Network
(power 
grid)

Frequency,
phase
voltage
tie line flows

Nodes with local
Intelligence

disturbance
(renewables, hackers)

Balancing  
authority
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What properties must such a coordination satisfy: 

1. Reliable and predictable to consumer 
2. Reliable and predictable to grid operator
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How to coordinate many loads?

Building 1
Building 2
Building 3

Building N

F1(s)

Gc Not robust

r1(t)

r2(t)

rN(t)

r1(t) ?
r(BA)(t)

rN(t)?

+
F2(s)
F3(s)

FN(s)

Centralized decision-making is either not robust to uncertainty, or 
intractable in terms of communication/computation

Balancing authority

r(BA)(t) ?

Building 1
Building 2
Building 3

Building N

+

Balancing authority

Gc
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Feedback 
=> 

robustness



1. Price based coordination
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Demonstration: PNNL GridWise Project (Hammerstrom et. al., 2007)

Risk:  large oscillations  
=> unreliable to both consumers and grid operators

Consumer bids

Demand supply imbalance

Energy market



2. Through inter-agent communication
Consensus 

peer-to-peer averaging : information diffusion

Ni

i

“All agent states converge to a common value”

Distributed optimization can be performed through an information diffusion scheme 
(extensive literature)

x

(i)
k+1 =

1

|Ni|
X

j2Ni

x

(j)
k

 27

Risk:  ? 



Power grid: global state from local information 

Demand as Frequency 
Controlled Reserve: 

Implementation and practical 
demonstration, Douglass et al., 

ISGT Europe, 2011

1. Grid-frequency can be measured at each 
node of the network 

2. Frequency deviation provides an estimate 
of demand-supply imbalance in the whole 
grid (generator droop!)

• Schweppe, 1980: (decentralized control of load with frequency measurement)

Ni

i

 28



Recent: Distributed optimization without communication 

Consumer disutility

kW 
(demand deviation)
�p

0

> S. Low and colleagues, (2013— …) 
> Dorfler and colleagues,  
> J. Cortes…,  
> C. De Persis…

Minimize total consumer disutility 
Such that 

Demand-supply imbalance = zero

Communication free distributed 
algorithms to solve this problem:

demand

supply
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But…

Consumer disutility

kW 
(demand deviation)�p 0

�p(opt)

Time
 30

static optimization problem: 
Consumer’s QoS is only a function of kW, not kWh!



Need: Dynamic optimization (optimal control)

Time

kW
Consumer’s QoS = constraints on 

the Fourier transform of the 
demand variation

|δ	
P(
jω
)|

ωL ωH
ω

(slow) (fast)

ttt

�p
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Our proposal: distributed optimal control w/o inter-agent com.

Hierarchical control architecture: 
1. Broadcast from balancing authority to every flexible load:  
          the desired total demand deviation 
2. At each load:  
          solve a finite, receding horizon optimal control problem (MPC) 

minimize grid-frequency deviation by varying my own demand, 
enforces constraints on demand variation to ensure QoS 

3. Avoid high-gain instability by … 

Network layer
Intelligence

Measurements:

(Demand Side Resources)
)))

(Coal, nuclear, gas, hydro ...)

Network
(power 
grid)

Frequency,
phase
voltage
tie line flows

Nodes with local
Intelligence

disturbance
(renewables, hackers)

t

current time

r(BA)(t)

balancing  
authority
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At a load, at every time instant t 

DFT of the control signal

Coordination to avoid instability: 
online learning of local reference

load i’s estimate of total 
control effort of all loads

|δ	
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)|

ωL ωH
ω

(slow) (fast)

ttt

!k = g(r̂k � uk)

. . .  uk  . . .

subject to 

|Ut|  ↵0, . . . , |Ut+N |  ↵N

local  
reference

!k = g(r(BA)
k � u(all)

k )

) u(all)
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Convergence and robustness

Theorem 1: Under highly idealized situations, the grid frequency converges to the 
nominal value*

Theorem 2: If measurement noise is very large, the local reference converges to 0.**

* "Virtual energy storage through decentralized load control with quality of service bounds”, J Brooks, P Barooah, American Control 
Conference, 2017 

** Decentralized coordination of loads for ancillary services using MPC with Fourier domain constraints, J. Brooks, P. Barooah, IEEE Trans. 
Smart Grid (under review) 34



Simulations with IEEE 39 bus test network

7

the scaling factor, ⇢
i

[k], which does not take into account
the heterogeneity of loads’s bandwidth constraints. When the
reference is a constant and all loads are homogeneous, we
expect that ⇢

i

[k] will converge to 1/n for each i, where n is the
number of loads. This will evenly distribute the control effort
among all the loads by scaling the reference prediction equally
(see (9)). However, when there is significant heterogeneity
among loads in terms of the frequency ranges in which they
can provide service, evenly distributing the reference among
all loads is not desirable. Loads that can only provide service
in low frequencies will believe they are doing enough whereas
they are not. This is observed in Figure 6. Despite this
shortcoming, the algorithm still provides significant support
to the grid by reducing the objective value by 40% compared
to the baseline scenario.
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C. Robustness to Measurement Noise

Figure 7 shows results for the scenario where the standard
deviation of the measurement noise is increased to 31 mHz.
This is nearly 25 times the std. dev. of the measurement
error reported in [29]. We see from the figure that numerical
results are consistent with the predictions of Theorem 2.
Because the frequency measurements are very inaccurate, the
loads interpret these large measured frequency deviations as
a large power imbalance in the grid caused by the actions
of other agents in the grid. As a result, ⇢

i

! 0 from (9)
and (10) for all i. This means that the loads asymptotically
lose actuation because the reference used by the loads goes to
0. Still, the objective value for this scenario was 0.1090 Hz2,
a reduction of 16% compared to the baseline scenario without
the BaLDuR-DMPC algorithm.
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different types of loads that can provide VES service at various
frequencies. The composition is shown in Table I. The Fourier
constraints ↵

i

for each component of each load are chosen
according to the discussion in Section III-B. The upper and
lower bounds on frequency of demand deviation, i.e., the
parameters ⌦

l

i

,⌦h

i

for each load class are shown in Table II.
The maximum amplitude of demand variation allowed, A

i

, is
ū
i

. The probability ✏ is chosen as 3.3%.

TABLE I
LOAD COMPOSITION

Bus Refrigeration % HVAC % Smelting % Pool pump %
3 5 5 40 50
4 40 50 10 0
6 10 10 70 10
8 40 20 20 20

12 10 90 0 0
15 20 10 40 30
16 60 20 10 10
18 10 10 0 80
20 5 25 30 40
21 15 25 20 40
23 0 20 80 0
24 5 5 10 80
25 30 20 40 10
26 20 20 40 20
27 30 50 10 10
28 25 25 25 25
29 40 50 5 5
31 90 10 0 0
39 20 30 20 30

TABLE II
LOAD TYPES AND CORRESPONDING FREQUENCY BANDS

Load type Frequency band
Refrigeration loads [1/30 minutes, 1/5 minutes]
HVAC loads [1/1 hour, 1/5 minutes]
Industrial smelting loads [1/2 hours, 1/1 hour]
Pool pumps [1/6 hours, 1/1 hour]

VI. NUMERICAL RESULTS

A. Homogeneous Bandwidth Constraints
Figure 4 shows the results of applying the BaLDuR-DMPC

algorithm with loads with homogeneous and constant band-
width constraints, i.e., ↵

i

[k] = � for some constant � for
all k. This scenario is tested to create a benchmark before
we test the scenario in which every loads has a distinct

bandwidth constraint. The BaLDuR-DMPC algorithm reduced
the objective value of (3) by 75%. It should be noted that
this reduction is despite the significant plant-model mismatch;
loads use a constant-gain model of the grid whereas the true
system is highly nonlinear.
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baseline value (0.1302 Hz2).

B. Heterogeneous Bandwidth Constraints

Figure 5 shows the results of the BaLDuR-DMPC algorithm
with heterogeneous bandwidth constraints. Some loads’ (e.g.,
HVAC) control actions are constrained to high frequencies,
while others’ (e.g., pool pumps) are constrained to low fre-
quencies; see Table II. Although it is not clear from the figure
whether the algorithm assisted the grid much, the objective
value of the optimization problem (3) was 0.0781 Hz2—a 40%

decrease compared to the baseline scenario without intelligent
loads.

Figure 6 shows the magnitude of the DFT of the changes
in demand for pool and HVAC loads at buses 18 (top) and
31 (bottom) over the 6-hour simulation period, respectively.
The loads did not violate the bandwidth constraints at any
individual instant in time; that is, the loads were always able
to successfully locate a feasible solution to problem (3) with
2-hour past and prediction horizons.

Comparing Figures 4 and 5, we see that heterogeneous
bandwidth constraints reduces the performance of the algo-
rithm. Interestingly, from Figure 6, we see that the loads
have not used their available flexibility fully. We believe this
reduced performance is a consequence of the update law for
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different types of loads that can provide VES service at various
frequencies. The composition is shown in Table I. The Fourier
constraints ↵
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for each component of each load are chosen
according to the discussion in Section III-B. The upper and
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TABLE I
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Bus Refrigeration % HVAC % Smelting % Pool pump %
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4 40 50 10 0
6 10 10 70 10
8 40 20 20 20

12 10 90 0 0
15 20 10 40 30
16 60 20 10 10
18 10 10 0 80
20 5 25 30 40
21 15 25 20 40
23 0 20 80 0
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25 30 20 40 10
26 20 20 40 20
27 30 50 10 10
28 25 25 25 25
29 40 50 5 5
31 90 10 0 0
39 20 30 20 30

TABLE II
LOAD TYPES AND CORRESPONDING FREQUENCY BANDS

Load type Frequency band
Refrigeration loads [1/30 minutes, 1/5 minutes]
HVAC loads [1/1 hour, 1/5 minutes]
Industrial smelting loads [1/2 hours, 1/1 hour]
Pool pumps [1/6 hours, 1/1 hour]

VI. NUMERICAL RESULTS

A. Homogeneous Bandwidth Constraints
Figure 4 shows the results of applying the BaLDuR-DMPC

algorithm with loads with homogeneous and constant band-
width constraints, i.e., ↵
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[k] = � for some constant � for
all k. This scenario is tested to create a benchmark before
we test the scenario in which every loads has a distinct

bandwidth constraint. The BaLDuR-DMPC algorithm reduced
the objective value of (3) by 75%. It should be noted that
this reduction is despite the significant plant-model mismatch;
loads use a constant-gain model of the grid whereas the true
system is highly nonlinear.
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B. Heterogeneous Bandwidth Constraints

Figure 5 shows the results of the BaLDuR-DMPC algorithm
with heterogeneous bandwidth constraints. Some loads’ (e.g.,
HVAC) control actions are constrained to high frequencies,
while others’ (e.g., pool pumps) are constrained to low fre-
quencies; see Table II. Although it is not clear from the figure
whether the algorithm assisted the grid much, the objective
value of the optimization problem (3) was 0.0781 Hz2—a 40%

decrease compared to the baseline scenario without intelligent
loads.

Figure 6 shows the magnitude of the DFT of the changes
in demand for pool and HVAC loads at buses 18 (top) and
31 (bottom) over the 6-hour simulation period, respectively.
The loads did not violate the bandwidth constraints at any
individual instant in time; that is, the loads were always able
to successfully locate a feasible solution to problem (3) with
2-hour past and prediction horizons.

Comparing Figures 4 and 5, we see that heterogeneous
bandwidth constraints reduces the performance of the algo-
rithm. Interestingly, from Figure 6, we see that the loads
have not used their available flexibility fully. We believe this
reduced performance is a consequence of the update law for
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(16) is satisfied, and therefore the probabilistic QoS constraint
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There is still considerable flexibility in choosing ↵’s. A
particularly useful special case is to choose ↵’s that are
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frequencies. The inequality (16) then becomes �2
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Choosing constraints in this manner spreads the energy of the
control signal over allowable frequencies equally. With minor
modifications, a similar form can be derived for piecewise
constant case. The ↵’s used in the bandwidth constraint (6)
are obtained thus, with T = 2N . Note that there is a slight
abuse of notation in (17) due to the conjugate symmetry of
the DFT.

IV. ANALYSIS

A. Stability

Our first result, whose proof can be found in [30], shows
that under certain idealized assumptions, the grid frequency
converges to its nominal value.

Theorem 1 ( [30]). Suppose the grid-level reference is a
constant: r(BA)

[k] ⌘ � for some constant �, and q
¯
= 0,

and q̄ = +1. Additionally, suppose the following holds: (i)
r̂(BA)

[k|k] = r(BA)
[k] for all k, (ii) ![k] = g (r(BA)

[k] �
#[k]), (iii) |V
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n

i=1 ūi
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P
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i=1u¯ i
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[k|k]|.
Then, ![k] ! 0 as k ! 1.

The assumptions mean that (i) reference prediction has
no error, (ii) there is no plant-model mismatch, (iii) the
bandwidth constraints are loose, and (iv) there is sufficient
demand flexibility at each load that no saturation occurs.
Numerical simulations presented later test the robustness to
these assumptions.

B. Robustness to measurement noise

The following result states that large measurement noise
has the effect of essentially turning the algorithm off without
causing any oscillations or instability.

Theorem 2. Let
��r̂(BA)

[k|k]
�� < ✏1 and

��![k]
�� < ✏2, where

✏1, ✏2 > 0. If
��⇠
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[k] ! 0 as
k ! 1.

Proof. From (9)-(12), we have
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Define x := |g · r̂(BA)
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[k]|. By supposition,
x  g✏1 + ✏2 � 2g✏1 � ✏2 = �g✏1, which implies |x| > g✏1.
By triangle inequality,

��
g · r̂(BA)

[k|k]� ![k�]� ⇠
i

[k]
�� � |x| � g✏1.

Hence, q
i

[k] < 1 from (18). Therefore, ⇢
i

[k] ! 0 from (10),
and it follows from (9) that ˆr

i

[k] ! 0. ⇤
If ˆr

i

[k] ⌘ 0, the solution to the optimization problem (3)-
(6) is ˆu

i

[k] ⌘ 0. Thus, the loads stop performing any control
when the measurement noise becomes sufficiently large.

V. SIMULATION SETUP

We test the BaLDuR-DMPC algorithm in the IEEE 39-
bus test system [35] using Matlab’s Simscape Power Systems.
Each agent in the algorithm is an aggregation of loads at each
load bus. For simplicity, we will continue to refer to these
aggregate agents as “loads.” The implementation of the 39-bus
test system has the multi-band Power System Stabilizer (PSS)
activated for system stabilization as implemented in [36].
Figure 2 shows a schematic of the 39-bus system.
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Fig. 2. Schematic of the IEEE 39-bus test system. A renewable generator is
added at bus 39.

Control actions are updated every sampling period, which
is t

s

= 5 minutes. There are 68 loads (see Table I), and
each load i uses g = 0.0008 Hz/MW, N = 24 (a 2-hour
prediction horizon), q = 1/q̄ = 0.95 and ⇢

i

[0] = 1/76,
ū
i

= �u
¯ i

= 5%u
(o)
i

, where u
(o)
i

is the nominal value of the
demand at i. The grid-frequency measurement is corrupted by
an additive Gaussian noise with 0 mean and � = 1.6 mHz,
and is independent among loads.

A renewable generation is added as a negative load to
bus 39. A time series from Bonneville Power Administration
(BPA) data on October 10, 2017 is used as renewable gener-
ation, which is shown in Figure 3. The reference predictions
broadcasted to the loads is true net load plus a band-limited
Gaussian noise with zero mean and standard deviation 0.91
MW to mimic prediction error. Recall that every load receives
the same prediction and does not receive information about
which bus has renewable generation.

Because loads in the 39-bus system represent large, ag-
gregate loads, each load bus is assumed to be composed of

** Decentralized coordination of loads for ancillary services using MPC with Fourier domain constraints, J. Brooks, P. Barooah, IEEE 
Trans. Smart Grid (under review)
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Distributed control #1: Continuously variable loads 
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Distributed control #2: on/off loads 
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1. S Meyn, P Barooah, A Busic, J Ehren, “Ancillary service to the grid from deferrable loads: The case for intelligent pool pumps in 
Florida”, IEEE Conf. on Decision and Control (CDC), 2013 

2. S Meyn, P Barooah, A Busic, Y Chen, J Ehren, Ancillary service to the grid using intelligent deferrable loads”, IEEE Transactions 
on Automatic Control, Nov. 2015.  

3. A. Coffman, A. Busic, P. Barooah, “A Study of Virtual Energy Storage From Thermostatically Controlled Loads Under Time-
Varying Weather Conditions”, Intl. Conf. on high Performance Buildings, Purdue Univ., July 2018.  

4. A. Coffman, A. Busic, P. Barooah, "Virtual Energy Storage from TCLs using QoS persevering local randomized control”, 5th 
ACM International Conference on Systems for Built Environments (BuildSys), Nov 2018

Challenge: combinatorial explosion
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Coordination of on-off loads
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frequency and energy imbalance in power systems, our mod-

eling framework neglects reactive power and assumes voltages

are 1 per-unit everywhere. Load control strategies could af-

fect power flows and voltage drops on distribution feeders, and
this could in turn affect power consumption and duty cycles of

voltage dependent loads. We performed a preliminary analysis

to investigate the magnitude of this effect. Specifically, we mod-
eled a distribution feeder with impedance and voltage dependent

loads and, by solving the AC power flow equations, found that
the constant voltage assumption introduces an error that is un-

likely to bemore than 2% of real power delivered to the distribu-

tion substation. While all distribution impacts must eventually

be managed, in this work we neglect these effects since they are

small and the state estimation and control strategies proposed

here can be designed to compensate for them.

A. Individual TCL Model

We model the temperature state evolution of an individual

TCL with a discrete time difference equation commonly used

in the literature, e.g., [17], [26], and verified against real popu-
lations of TCLs [26]–[29]:

(1)

where is the internal temperature of TCL at time step

, is the ambient temperature, and is a noise process. The

dimensionless TCL parameter equals , where is

a TCL’s thermal capacitance, is its thermal resistance, and is

the simulation time step. , the temperature gain when a TCL is

ON, equals , where is a TCL’s energy transfer

rate, which according to our conventions is positive for cooling

TCLs and negative for heating TCLs. The power consumed by

TCL when it is on, , is equal to , where COP

is its coefficient of performance (COP). In this paper, we focus
on TCLs with hysteretic ON/OFF local control within a dead-

band. Therefore, the local control variable is a dimensionless

discrete variable equal to 1 when the TCL is ON and 0 when the

TCL is OFF. For cooling TCLs, it is defined as follows:

(2)

where is the temperature setpoint and is the dead-band

width. For heating TCLs, the position of the 0 and 1 are

switched. Though more detailed TCL models are available

(e.g., [30], [31]), this model captures the key local dynamics,

and is reducible to an aggregated framework, as we will

demonstrate in Section II-C.

B. Plant: The TCL Population

This study uses a simulated plant. Specifically, we simulated
thousands of TCLs using (1) which, due to the discrete time for-

mulation of the individual TCLmodel, can be done by a compu-

tationally inexpensive vector multiplication in each time step.

Within each time step we advance TCLs through the temper-

ature space without regard to their temperature dead-band. At

Fig. 2. State bin transition model for a cooling TCL.

each time step, we switch ON/OFF TCLs that have moved out-

side of the dead-band. Switches for individual TCLs operating

autonomously occur on the order of once every 10 min. Since

we set s in all simulations, the switching dynamics do not

differ substantially from those of a continuous time system.

C. Reduced Form TCL Population Model

We developed a discrete time, linear, time-invariant system

model of heterogeneous TCL populations. The advantage of

this model is that it admits a range of system analysis, state

estimation, and control techniques, which allows us to achieve

better tracking performance than model-free control algorithms,

as detailed in Section V. Each TCL’s temperature dead-band

is mapped to a “normalized temperature dead-band” that is di-

vided into temperature intervals (Fig. 2). For any given

temperature a TCL may be ON or OFF, so we divided each tem-

perature interval into two state bins, resulting in a total of

state bins. Each state bin contains the fraction of TCLs within

that state and each TCLmoves through the normalized tempera-

ture state space at a particular rate. Consider thousands of TCLs,

each at a different point in the state space, each moving at a

different rate. We can model the movement of the TCL pop-

ulation by computing the probability that a randomly chosen
TCL transitions from one state bin to another over one time

step. An Markov Transition Matrix (MTM) can

be derived by computing transition probabilities from/to each

bin. The transpose of the MTM is the -matrix commonly used

in control applications, defined by , where

is the state bin vector, which contains the fraction of

TCLs in each bin.

We next provide the analytical foundation for the -matrix.

Though it is possible to model heterogeneity in more than just

one parameter, for simplicity, we model heterogeneity only in

(and therefore ) and ignore (later we consider full parameter

heterogeneity).

Consider a group of TCLs that are at the same temperature

and either all ON or all OFF. The probability that a ran-

domly chosen TCL from this group will move to in one

time step is

(3)

where one can use (1) to solve for in terms of and .

Assuming is independent of temperature, the probability

Bin models: 
1. Malhame and colleagues, 1992- 
2. Mathieu et al., 2013 
3. LANL group..

Meyn, Busic, Barooah (2013-…)

LTI  (Markovian) model 
Difficulty is in control

Randomized Control at UF/INRIA

1. Replace the thermostat by a (baseline) 
randomized controller that mimics 

deterministic behavior (zeta=0) 
2. Grid operator broadcasts zeta to all 
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LLN=> probability of one TCL on = 
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3. zeta is computed by using classical 
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Distributed control #3: (real) batteries
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“A Customer Centric Approach to the Use of 
Residential Batteries for Distribution Network 

Support”, S. R. Deeba, P. Barooah, R. 
Sharma, J. Brooks and T. K. Saha, IEEE 

Trans. Smart Grid (in press)
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Open problems
> Characterizing the virtual battery capacity 

> Cost of VES 

> Energy efficiency (the baseline!) 

> ….

> Hao et al., 2015 (Aggregate flexibility of ….) 
> ….
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Energy Efficiency 

Buildings

Energy Electicity

Buildings 41 75

Transportation 28

Industry 31

Renewable energy energy efficiency 

HVAC ~40% 

Lights ~40%
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Control of building HVAC systems 
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chiller 

Key constraints: 
1. Thermal comfort 

Temperature 
Humidity 

2. Indoor Air Quality (ventilation/outdoor air)
Typical commercial HVAC system



ASHRAE climate zone map
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Dehumidification at the cooling coil
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Existing work on energy efficient control of HVAC

Model Predictive Control
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Cost	func*on	

Dynamic	constraint	



Weakness of existing MPC solutions
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All prior work on MPC for buildings have ignored humidity. 
Only considered temperature 

CṪ = � 1

R
(T � T

a

) + q
solar

+ q
occp

+ q
hvac

control

u

qhvac(t) = maCp(Tca � T )



Cooling coil
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Model of cooling and dehumidification 
across a cooling coil:  

Non-linear PDEs with many unknown 
parameters (Braun and colleagues…) 

Step	response	of	a	
cooling	coil	(Zhou	

et	al.	2007)	



A data-driven cooling coil model*
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“MPC-Based Building Climate Controller Incorporating Humidity”, N. S. Raman, K. Devaprasad, P. Barooah, American Control 
Conference, 2019 (under review)



Proposed MPC formulation

Minimize total energy use (24 hours) subject to thermal comfort and air 
quality  constraints
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With “humidity agnostic” MPC: 
Low energy use with poor humidity (esp. during summer nights) 

MPC with cooling coil model:  
Able to maintain space humidity with almost the same energy use  

Lessons from simulation



Humidity constraint violation
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“MPC-Based Building Climate Controller Incorporating Humidity”, N. S. Raman, K. Devaprasad, P. Barooah, American Control 
Conference, 2019 (under review)



Open problems

1. Feasibility guarantee 
2. Convex relaxation 
3. Predictions requirements: 

• Weather (OK) 
• Occupancy for ventilation constraints (?) 

Demonstration site at UF



Summary: smart building(efficient and flexible)
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Energy efficiency vs. demand flexibility:  Need for an unified formulation?
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Consumer participation in demand flexibility: long term contracts 
Value addition through energy efficiency, enhanced comfort, etc. 
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Thank you
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