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Collective electronic oscillator Õsemiempirical calculations of static
nonlinear polarizabilities in conjugated molecules

S. Tretiak,a) A. Saxena, R. L. Martin, and A. R. Bishop
Theoretical Division and Center for Nonlinear Studies, Los Alamos National Laboratory, Los Alamos,
New Mexico 87545

~Received 8 September 2000; accepted 13 April 2001!

The collective electronic oscillator~CEO! approach based on the time-dependent Hartree–Fock
approximation is combined with INDO/S, MNDO, AM1, and PM3 semiempirical Hamiltonians.
This technique is applied to compute and analyze the static nonlinear polarizabilities of a series of
donor/acceptor substituted oligomers. To mimic the experimental conditions, polarizabilities in
substituted molecules are calculated for the isolated complex and in a dielectric medium, wherein
the solvent contributions are incorporated using the self-consistent reaction field approach. The
dielectric environment significantly increases second and third order static polarizabilities and
considerably improves the agreement with experimental data. We find that calculated spectroscopic
observables agree well with experimental values. We conclude that the CEO/semiempirical
approach is an inexpensive and numerically efficient method of computing nonlinear molecular
properties. ©2001 American Institute of Physics.@DOI: 10.1063/1.1377035#
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I. INTRODUCTION

Technologies based on organic materials for optoe
tronic devices today have become a reality and in the n
future may well compete with semiconductor and liqu
crystal based traditional approaches. Potential technolog
applications include electroluminescent,1–3 photovoltaic,4

and optoelectronic5–7 devices, photodetectors,8,9

transistors,10,11 and solid state lasers.12–14 One of the key
points in the development of such technologies is the syn
sis of molecular structures with desired functionalities.

Conjugated polymers are of particular interest since
localizedp electrons along the chain are extremely polar
able in the presence of an external electric field. This lead
a large nonlinear response where the relation between s
polarizability and oligomer length may be described by
scaling law;nb, n being the number of repeat units. F
short molecules the scaling exponentsba andbg , associated
with linear optical and third order nonlinear optical respon
respectively, vary considerably~1,ba,2 and 2,bg,8)
depending on the polymer structure and model.15–21For long
chains the exponentsba andbg saturate to the value 1, indi
cating that the polarizabilities become extensive propert
Donor/acceptor substitution at chain ends enhances pol
abilities even further and even-order nonlinear respon
~vanishing in unsubstituted molecules! become significant.
Their scaling exponents are large for short chains (2,bb

,6).22–25 However, contrary to the odd-order respons
even-order polarizabilities saturate and become size inde
dent in the limit of large chains, i.e.,b (rather thanb/n)
→const andbb50.20,21Significant experimental and theore
ical effort has been devoted to establish these scaling l
and many other structure/property relations.

a!Author to whom correspondence should be addressed. Electronic
serg@cnls.lanl.gov
6990021-9606/2001/115(2)/699/9/$18.00
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However, accurate computations of molecular nonlin
response which reproduce experiment are still very tedio
The coupled-perturbed Hartree–Fock approach computes
larizabilities by evaluating energy derivatives of a molecu
Hamiltonian perturbed by an external field.26 Usually com-
bined with semiempirical orab initio Hamiltonians, this
method involves substantial computational effort especia
in the latter case. A second method uses time-dependent
turbation theory, which relates optical response to the pr
erties of the excited states. The configuratio
interaction/sum-over-states15,27 approach involves the calcu
lations of both the ground state and excited state wave fu
tions and the transition dipole moments between them. T
method is not necessarily size consistent~intrinsic interfer-
ence effects resulting in near cancellation of very large c
tributions further limit its accuracy! and special care needs t
be taken when choosing the right configurations. On
other hand, the experimental measurements are usually
ducted in condensed phase, and therefore all spectrosc
observables are heavily influenced by intermolecular c
pling in solid state or solute-solvent interactions in solutio

The recently developed collective electronic oscilla
~CEO! approach28,29 based on the time-dependent Hartre
Fock ~TDHF! approximation30,31 for many-electron wave
functions is inherently size consistent. Combined with t
intermediate neglect of differential overlap/spectrosco
~INDO/S!32–34 Hamiltonian, this approach makes it possib
to explore the variation of molecular polarizabilities over
broad molecular size range, all the way to the bulk. In
previous study35 we found that the CEO coupled with othe
semiempirical parameterizations@e.g., the Austin model 1
~AM1!,36 parametric model 3~PM3!,37 modified neglect of
diatomic overlap~MNDO!,38 and modified intermediate ne
glect of differential overlap 3~MINDO/3!39#, which were
fitted to give accurate ground state properties, also reprod
il:
© 2001 American Institute of Physics
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vertical excitation energies and oscillator strengths compa
to the experimental data and to INDO/S results.

In this paper we investigate how the above-describ
parameterizations work for nonlinear polarizabilities of e
tended conjugated molecules by combining the semiem
ical Hamiltonians ~INDO/S, AM1, PM3, MNDO, and
MINDO/3! with the CEO approach.28,29 We apply this tech-
nique to compute the first, the second, and the third or
static polarizabilities~a, b, andg!, vertical excitation ener-
gies, and transition dipole moments of a series of don
acceptor substituted oligomers. These molecules have i
esting optical properties which make them particula
promising materials for device applications. Donor/accep
compounds were synthesized and spectroscopically stu
in Ref. 40. Even though the experimental measureme
were corrected using the Lorentz local field factor, this c
rection does not yield nonlinear polarizabilities of the fr
molecule but rather the solute polarizabilities, which cont
a contribution induced by the static reaction field~see Ref.
41 for a detailed discussion!. In order to compare directly
with experiment we have therefore used the self consis
reaction field ~SCRF! approach, based on the Onsag
model, which takes into account dielectric medium effects
the molecular excited states.

Section II briefly describes the computational method
Sec. III we analyze the spectroscopic properties of vari
donor/acceptor substituted oligomers computed with diff
ent semiempirical techniques. Finally, we discuss the tre
that emerge and summarize our results in Sec. IV.

II. COMPUTATIONAL METHOD

The series of donor/acceptor substituted molecules
studied ~series a, b, c, and d! are shown in Fig. 1. Using
GAUSSIAN 98 program,42 each structure was optimized at th
AM1 semiempirical level,36 which provides reasonabl
ground-state geometries. INDO/S, AM1, PM3, MNDO, a
MINDO/3 semiempirical Hamiltonians were then genera

FIG. 1. Structures of push–pull donor/acceptor substituted diphen
polyene oligomers studied in Ref. 40.
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for each optimal molecular structure using ZIND
~INDO/S!43 and MOPAC-93 ~AM1, PM3, MNDO, and
MINDO/3!44 codes.45–47

In order to include the effects of the surrounding m
dium we have used the SCRF approach,45–48 in which the
interaction energy between a solute and the surrounding
dium is added to the HF energy of an isolated molecule,
the total energy of the system is then minimized self con
tently. In the electrically neutral solute, only the dipolar i
teractions contribute to the solvation energy. Assuming t
the solute is separated from the solvent by a sphere of ra
a0 the expression for this Onsager dipolar term has b
derived in Refs. 46 and 47. The Fock operatorFmn

0 49 is then
modified by adding the response of a dielectric medium,
sulting in

Fmn5Fmn
0 2

e21

2e11

mg"mmn

a0
3 , ~2.1!

whereFmn
0 is the isolated complex Fock operator, indicesn

and m run over basis set functions,e is the dielectric con-
stant, anda0 is a cavity radius.mg is the ground-state dipole
moment given by the expectation value of the molecular
pole operator

m5(
mn

mmncm
† cn , ~2.2!

wherecn
† and cn are the creation and annihilation fermion

operators, respectively, of an electron in thenth atomic or-
bital ~AO!. The cavity radii a0 were calculated with the
GAUSSIAN 98 package42 again at the AM1 level using the
Volume5Tight keyword, which provides a reasonable e
timate for the radius of the Onsager solvent reaction fi
model. The approach computes the molecular volume ins
a density contour of 0.001 electrons/bohr3 using Monte Carlo
integration and associates that with an effective sph
radius.42 Although the shape of the cavity has some effect
the molecular polarizabilities,50 the methods taking into ac
count ‘‘real’’ molecular shapes are computationally expe
sive and are most appropriately utilized with accurateab
initio or density functional theory approaches.50 Here, an ef-
fective sphere model captures the essential solvent effect
is a reasonable approach within semiempirical approxim
tions. For example, this CEO/SCRF approach has been
cessfully applied to compute electronic excitations in b
logical light-harvesting complexes which are significan
affected by protein environment effects.48

The excited states were determined with the numer
CEO approach using each set of semiempirical Hamilton
parameters, Onsager dipolar terms, and HF ground state
sity matrices. This method, described in detail elsewhere28,29

solves equations of motion for the reduced single-elect
density matrix51,52 given by

rmn~ t !5^C~ t !ucm
† cnuC~ t !&, ~2.3!

whereC(t) is the many-electron wave function. In practic
computation in the dielectric medium is conducted by repl

–
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ing the isolated complex Fock operatorFmn
0 by a Fock op-

erator in the dielectric mediumFmn according to the proce
dure outlined in Refs. 28 and 29.

When the molecule is driven by an external field,
density matrix acquires a time-dependent part. In the
quency domain, we decompose the density matrix int
ground state contributionr̄ and a field-induced part

rmn~v!5 r̄mn1drmn
~1!~v!1drmn

~2!~v!1drmn
~3!~v!1¯ ,

~2.4!

wheredrmn
(k)(v) is thekth order contribution from the incom

ing optical field. The diagonal elementsdrmm
(k) represent the

charge densities induced at themth AO by the external field,
whereas the off-diagonal elementsdrmn

(k) with mÞn reflect
the optically induced coherence between themth and nth
AO, which represents the probability of finding an electro
hole pair with the electron~hole! located at themth (nth)
AO. The density matrix thus provides a real-space picture
the optical response order by order in the driving field,
explored in detail in Refs. 28 and 53. The polarization can
expressed in terms of the density matrix as

P~k!5(
nm

mnmdrmn
k . ~2.5!

The polarizabilitiesa, b, andg are related toP(1), P(2), and
P(3), respectively.

The CEO calculatesdrmn
(k)(v) by expanding it into a

superposition of transition density matrices~denoted the
electronic normal modes, jn!, representing the electroni
transition between the ground stateug& and an electronically
excited stateun&, given by

~jn!mn5^nucm
1cnug&. ~2.6!

The electronic modes are computed as eigenmodes o
linearized TDHF equations of motion for the density matr
@The TDHF coincides with the random phase approximat
~RPA! for the linear optical response of many-electron s
tems~e.g., Chap. 8.5 in Ref. 30!. The electronic modes ar
identical to the transition densities of the RPA eigenva
equation.# The eigenfrequenciesVn of these equations pro
vide the optical transition energies.28,29 The numerical effort
involved is greatly reduced by using the oblique Lancz
algorithm.54 These computations take into account the f
orbital space~i.e., all the occupied and virtual orbitals! auto-
matically.

In this paper we will concentrate on the off-resona
polarizabilities in the static (v→0) limit. With this condition
the linear polarizability, for example, is given by

a~0!5(
n

2mn
2

Vn
, ~2.7!

wheremn5Tr(mjn) is the transition dipole moment fornth
electronic state. In an analogous way, the second~b! and the
third ~g! order off-resonant nonlinear polarizabilities can
expressed in terms of frequencies and transition dip
moments.28,29,31

To obtain static polarizabilities we have computed all t
lowest excited states~;200–300! in the ultraviolet ~UV!-
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visible frequency region~0–10 eV! for each molecule. These
states contain most of the nonvanishing contributions to
linear and nonlinear optical responses of conjugated oli
mers. In addition, the contributions to polarizabilities fro
the high frequency region have been taken into account u
the density spectral moments algorithm,28,29 which provides
an accurate overall contribution to polarizability from th
broad spectral region by computing several dominating
fective states. We note that this approximation is similar
the Stieltjes imaging procedure which approximates a c
tinuous distribution given its low-order moments.55–57 In
practice, this contribution from the high frequency region
very small, constituting only a few percent of the total pola
izability magnitude.

III. DONORÕACCEPTOR SUBSTITUTED MOLECULES

Figure 1 shows four series~a, b, c, and d! of donor/
acceptor substituted molecules synthesized in a search of
terials with large optical nonlinearities.40 Reference 40 con-
tains a detailed investigation of the spectrosco
observables of these compounds, i.e., the lowest absor
excited state~band gap! energies and their transition dipole
and the second and the third order static polarizabilities,
ing electro-optical absorption~EOA! measurements. We
have calculated these properties using various semiempi
approaches coupled with the CEO method.28,29 In our com-
putations, these substituted molecules have been treated~1!
as isolated complexes~gas phase! with the dielectric constan
e51, and~2! in a dielectric medium withe52.219 for the
dioxane solvent used in experiment, and cavity radiusa0

computed for each compound as given in the last column
Table I. The linear absorption spectra of these compou
are dominated by a strong peak in the UV-visible regi
~band gap!. The frequency of this transition usually redshif
with increasing strength of donor/acceptor groups and
elongating conjugated bridge. A detailed analysis of
physical phenomena emerging upon substitution using
CEO approach was conducted in Refs. 20, 21, and 28. In
paper we will concentrate on the quantitative comparison
different semiempirical approaches for molecular propert

A. Vertical band-gap excitation energies „l01…

Table I shows calculated vertical band-gap excitation
ergies in the dielectric medium and in the gas phase, toge
with their experimental values. As expected, the dielec
medium shifts excited state frequencies to the red by 0.1–
eV ~solvent stabilization of excited states!. This redshift is
smaller in the less polar molecules from the c series.
compare calculations with experiment we display the cor
sponding relative deviation for each compound in panel A
Fig. 2 and the average deviation for each molecular serie
Table VI. It is striking to notice that computations using th
Onsager solvent model significantly improve the agreem
with experiment. Agreement better than 0.1 eV is obser
in most computations with all semiempirical models. Su
close agreement with experiment is surprising and not
ways to be expected. Note however, the distinct behavio
the c series where computationsconsistentlyunderestimate
the experimental energies by 0.4–0.6 eV.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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TABLE I. Vertical excitation energiesl01 ~eV! of donor/acceptor substituted oligomers shown in Fig. 1~a, b, c, and d denote different series of substitut
oligomers!. CEO computations coupled with INDO/S, AM1, PM3, MNDO and MINDO/3 parameterizations were carried out in gas phase~gp! with e
51.0 and in a dielectric medium~dm! with e52.219 ~dioxane!. The second column shows experimental data derived from electrooptic absorption~EOA!
measurements in dioxane~Ref. 40!. The last column displays the cavity radiia0 used in the dielectric medium computations.

Compound
No.

Expt.
~dm!

INDO/S AM1 PM3 MNDO MINDO/3

a0~gp! ~dm! ~gp! ~dm! ~gp! ~dm! ~gp! ~dm! ~gp! ~dm!

a@1# 2.75 3.13 2.87 2.93 2.80 2.93 2.81 2.80 2.72 2.88 2.81 5.3
a@2# 2.67 2.97 2.73 2.81 2.67 2.81 2.68 2.70 2.61 2.77 2.69 5.4
a@3# 2.59 2.85 2.61 2.77 2.64 2.79 2.66 2.66 2.58 2.72 2.65 5.6
a@4# 2.57 2.76 2.51 2.72 2.59 2.74 2.62 2.62 2.53 2.66 2.59 5.7
a@5# 2.49 2.68 2.43 2.69 2.56 2.70 2.59 2.58 2.50 2.60 2.54 5.9

b@1# 3.05 3.29 3.12 2.97 2.91 2.95 2.87 2.84 2.80 2.89 2.87 5.3
b@2# 2.92 3.11 3.00 2.89 2.82 2.86 2.81 2.76 2.73 2.82 2.80 5.4
b@3# 2.80 2.94 2.81 2.80 2.73 2.80 2.72 2.69 2.65 2.73 2.71 5.6
b@4# 2.71 2.82 2.71 2.74 2.68 2.75 2.69 2.64 2.60 2.67 2.65 5.9

c@1# 3.81 3.54 3.47 3.24 3.20 3.30 3.27 3.00 2.96 3.16 3.11 4.9
c@2# 3.57 3.25 3.18 3.07 3.04 3.13 3.09 2.87 2.84 2.99 2.94 5.1
c@3# 3.35 3.04 2.97 2.94 2.91 2.99 2.95 2.77 2.73 2.85 2.80 5.3

d@1# 2.81 3.12 2.93 2.98 2.84 2.99 2.84 2.82 2.71 2.95 2.85 4.9
d@2# 2.72 3.01 2.77 2.87 2.70 2.89 2.72 2.73 2.60 2.83 2.72 5.0
d@3# 2.65 2.88 2.62 2.80 2.63 2.82 2.66 2.67 2.55 2.75 2.64 5.2
d@4# 2.61 2.77 2.52 2.74 2.60 2.77 2.63 2.62 2.52 2.68 2.58 5.5
d@5# 2.52 2.69 2.43 2.69 2.56 2.72 2.59 2.58 2.49 2.61 2.53 5.7
w-
al
nt
nd

by
i-
m-
ifi-
B. Transition dipole moments „m01…

Table II displays computed transition dipoles of the lo
est~band gap! state. The dielectric medium has a very sm
effect on the dipole magnitudes. Compared to experime
data~relative deviations are shown in panel B of Fig. 2 a
Downloaded 02 Dec 2002 to 128.165.156.80. Redistribution subject to A
l
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Table VI! computations usually overestimate experiment
10%–20%. We also notice that AM1, PM3, and MNDO d
poles are generally smaller than that of INDO/S and co
pare more favorably with experiment. Trends vary sign
cantly from one series to another.
f
d

l

-

FIG. 2. Deviations of magnitudes o
spectroscopic observables compute
in the dielectric medium using mode
Hamiltonians from the corresponding
experimental values for molecular se
ries a, b, c, and d.
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TABLE II. Transition dipole momentsm01 ~D!. Same as Table I.

Compound
No. Expt.

INDO/S AM1 PM3 MNDO MINDO/3

~gp! ~dm! ~gp! ~dm! ~gp! ~dm! ~gp! ~dm! ~gp! ~dm!

a@1# 7.4 8.9 9.0 7.8 8.3 7.7 8.1 7.4 7.8 7.2 7.
a@2# 8.9 11.0 11.0 9.8 10.2 9.5 10.0 9.3 9.7 9.3 9
a@3# 10.2 12.7 12.8 11.3 11.6 11.0 11.4 10.8 11.1 11.1 11
a@4# 10.9 14.1 14.3 12.7 13.1 12.5 12.8 12.2 12.5 12.8 13
a@5# 12.8 15.6 15.8 14.0 14.3 13.8 14.0 13.5 13.7 14.3 14

b@1# 7.5 8.8 9.0 7.7 7.9 7.7 8.0 7.2 7.4 7.2 7.
b@2# 7.7 10.8 10.8 9.5 9.7 9.5 9.6 9.0 9.2 9.2 9.
b@3# 9.0 12.6 12.6 11.2 11.4 11.0 11.2 10.6 10.8 11.0 11
b@4# 12.0 14.2 14.2 12.6 12.8 12.5 12.6 12.1 12.2 12.7 12

c@1# 7.6 8.0 8.0 6.9 7.1 6.9 7.0 6.5 6.6 7.2 7.
c@2# 8.6 10.1 10.1 9.0 9.1 8.9 9.0 8.5 8.6 9.3 9.
c@3# 9.2 11.9 11.9 10.7 10.8 10.7 10.7 10.2 10.3 11.2 11

d@1# 6.6 9.1 9.1 8.1 8.5 8.1 8.5 7.6 8.0 7.9 8.
d@2# 8.9 10.9 11.1 9.9 10.3 9.8 10.2 9.4 9.8 9.8 10
d@3# 10.2 12.6 11.9 11.5 11.8 11.3 11.6 10.9 11.2 11.5 11
d@4# 11.4 14.1 13.9 12.9 13.1 12.7 12.9 12.3 12.5 13.0 13
d@5# 12.3 15.5 15.7 14.2 14.4 13.9 14.2 13.5 13.7 14.4 14
ies
e
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3
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ig.
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C. Static linear polarizabilities „a„0……

Static linear polarizabilities~a~0!! are shown in Table
III. Experimental data are not available for these quantit
We notice a small increase in the polarizability magnitud
in the dielectric medium caused by related redshifts of f
quencies@the denominator in Eq.~2.7!#. AM1 and PM3 val-
ues are very similar. Compared with INDO/S, AM1 and PM
polarizabilities are smaller but larger than that of MND
These trends follow from a decrease in the magnitude of
relevant transition dipoles@the numerator in Eq.~2.7!# when
comparing INDO/S with AM1, PM3, and MNDO.
Downloaded 02 Dec 2002 to 128.165.156.80. Redistribution subject to A
.
s
-

.
e

D. Static quadratic polarizabilities „b„0……

Static quadratic polarizabilities~b~0!! are displayed in
Table IV. We first notice a dramatic increase, by a factor
;3, of the computed polarizability caused by the solve
This greatly improves agreement with experiment and in
cates a significant enhancement of nonlinear coupling am
electronic modes@see Eqs.~5.10! in Ref. 31# due to the di-
electric medium. To compare calculations with experime
the relevant relative deviations are shown in panel C of F
2 and in Table VI. Although the agreement appears less s
ing even after taking into account solvent effects~within
.7

.1

.2
7.9
8.4

.4

.5

.8
4.5

.5

.0

.3

.3

.7

.6
6.7
6.7
TABLE III. Static linear polarizabilitya~0! (10224 esu). Same as Table I.

Compound
No.

INDO/S AM1 PM3 MNDO MINDO/3

~gp! ~dm! ~gp! ~dm! ~gp! ~dm! ~gp! ~dm! ~gp! ~dm!

a@1# 57.7 58.0 55.6 58.5 56.0 58.6 54.5 56.8 50.9 52
a@2# 77.5 78.7 70.6 76.0 71.0 75.0 69.6 73.4 67.8 71
a@3# 96.3 97.9 85.6 90.9 84.3 89.5 84.5 88.4 84.8 88
a@4# 112.6 122.1 101.4 108.6 100.2 106.5 100.3 105.1 103.3 10
a@5# 135.6 146.8 119.0 126.6 116.7 123.4 116.8 122.2 123.2 12

b@1# 53.5 55.5 55.8 57.3 57.8 59.3 52.8 53.9 50.8 51
b@2# 70.7 73.6 68.3 70.1 70.5 72.4 66.5 68.0 66.7 67
b@3# 91.9 96.8 83.9 87.2 86.1 88.9 82.4 84.4 84.8 85
b@4# 113.6 119.3 100.2 103.6 101.2 104.7 98.1 100.6 103.6 10

c@1# 43.0 43.7 44.2 46.0 43.1 44.1 42.2 43.0 42.6 43
c@2# 59.6 60.9 56.3 56.7 55.1 55.8 55.4 56.5 57.6 58
c@3# 79.3 81.5 70.2 71.5 70.0 70.1 69.8 71.3 74.0 76

d@1# 51.7 55.3 51.8 55.6 53.5 55.7 52.0 55.2 48.6 51
d@2# 69.7 76.4 66.7 72.9 66.0 71.8 66.6 71.5 64.4 68
d@3# 89.7 98.6 82.6 89.5 81.4 88.4 82.1 88.0 81.9 87
d@4# 99.7 110.6 98.9 106.8 97.5 104.6 98.3 104.5 100.8 10
d@5# 133.6 147.0 116.3 124.8 114.3 122.0 115.2 121.6 120.2 12
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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TABLE IV. Static second order polarizabilityb~0! (10230 esu). Same as Table I. Experimental values ofb in parentheses were inferred from EFIS
measurements~Refs. 22 and 58!.

Compound
No.

Expt.
~dm!

INDO/S AM1 PM3 MNDO MINDO/3

~gp! ~dm! ~gp! ~dm! ~gp! ~dm! ~gp! ~dm! ~gp! ~dm!

a@1# 95~113! 41 62 51 88 55 90 43 69 39 60
a@2# 163~156! 69 121 67 128 69 129 54 97 49 86
a@3# 247~209! 83 162 82 165 84 164 66 123 60 112
a@4# 300~297! 102 248 95 201 96 197 75 147 71 138
a@5# 480~367! 148 338 106 239 107 229 83 171 80 168

b@1# 54 32 50 30 43 33 48 24 35 19 25
b@2# 68 44 77 39 59 40 62 30 45 22 32
b@3# 129 64 131 59 101 63 110 45 73 34 52
b@4# 242 93 216 72 191 77 201 73 135 60 103

c@1# 16 11 17 5 11 6 12 7 10 7 10
c@2# 26 14 23 18 27 19 28 22 33 27 41
c@3# 48 39 68 28 45 28 44 31 51 38 61

d@1# 64 ~72! 36 64 28 49 29 51 26 46 27 45
d@2# 143~130! 60 124 60 118 63 121 52 99 47 87
d@3# 206~211! 75 181 74 160 77 163 64 130 58 118
d@4# 282 85 239 86 211 88 209 73 194 68 187
d@5# 371 117 323 97 260 98 254 81 221 79 222
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50% for all semiempirical models!, we recall that cubic de-
pendencies ofb from a combination of transition dipoles an
excited state frequencies greatly enhance any deviation
the latter from the experimental values. On the other ha
the two-level model used to infer static second order po
izabilities from results of EOA experiments itself constitut
a significant approximation and deviates from correspond
electric field induced second harmonic~EFISH!
measurements22,58 by 10%–30%~see values given in paren
theses, col. 2 of Table IV!. Computations underestimateb
magnitudes for series a, b, and d, and overestimate pol
abilities for c molecules. AM1, PM3, and especially MND
Downloaded 02 Dec 2002 to 128.165.156.80. Redistribution subject to A
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d,
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iz-

polarizabilities are smaller than that of INDO/S, which fo
lows from a hierarchy of transition dipole magnitudes.

E. Static cubic polarizabilities „g„0……

Static cubic polarizabilities~g~0!! are displayed in Table
V and relevant absolute deviations are given in panel D
Fig. 2 and in Table VI. We observe a significant increase ig
by a factor of 2 induced by the solvent; however, this is le
pronounced thanb enhancement. Computational values
series a, b, and d underestimate experimental results by
than 60%, which is reasonable considering the subtle na
ic

0

7

TABLE V. Static third order polarizabilityg~0! (10236 esu). Same as Table I. Experimental values ofg in parentheses were derived from third harmon
generation experiments~Ref. 40!.

Compound
No.

Expt.
~dm!

INDO/S AM1 PM3 MNDO MINDO/3

~gp! ~dm! ~gp! ~dm! ~gp! ~dm! ~gp! ~dm! ~gp! ~dm!

a@1# 1160~818! 438 634 577 855 534 875 452 662 411 587
a@2# 2228~1621! 754 1481 791 1468 809 1478 671 1085 611 916
a@3# 3733~3363! 1749 3338 1122 2125 1136 2110 958 1543 874 1305
a@4# 4736~5150! 2091 4121 1495 2829 1491 2759 1273 2029 1192 1832
a@5# 8358 3521 7750 2900 5591 2880 5445 2616 4555 2580 440

b@1# 310 253 364 332 418 365 472 289 343 261 292
b@2# 561 458 719 515 668 559 728 464 553 426 472
b@3# 1339 1281 1937 925 1296 1005 1450 796 998 757 844
b@4# 2110~1857! 2152 3055 1262 1801 1378 1962 1079 1370 1061 1275

c@1# 27 35 41 23 26 25 27 27 30 24 33
c@2# 222 85 98 92 101 90 102 99 116 96 123
c@3# 67 135 159 164 191 168 175 177 213 180 234

d@1# 680 384 624 230 379 240 288 212 327 191 282
d@2# 1670 756 1434 691 1286 708 1308 636 1079 565 910
d@3# 2498 1330 2522 1002 1975 1015 1977 912 1600 830 138
d@4# 3611~3777! 1687 3602 1356 2603 1359 2565 1221 2074 1154 1883
d@5# 5149~5845! 3080 5853 1751 3378 1730 3273 1561 2636 1513 2524
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TABLE VI. Average deviations of spectroscopic observables calculated in the dielectric medium~gas phase! from the corresponding experimental value

Average absolute (d̄5Sn
Nuh th

(n)2hexp
(n) u/N) and relative (s̄5Sn

Nuh th
(n)2hexp

(n) u/hexp
(n) /N) errors are computed for each series of molecules shown in Fig. 1. Sign1

~2! indicate that theory systematically overestimates~underestimates! experiment.

Deviations Series INDO/S AM1 PM3 MNDO MINDO/3

d̄l01
~eV! a 0.06~10.26! 10.04 ~10.17! 10.06 ~10.18! 0.03 ~10.06! 10.04 ~10.11!

b 10.04 ~10.17! 20.08 ~0.03! 20.09 ~0.05! 20.17 ~20.14! 20.11 ~20.09!
c 20.37 ~20.3! 20.53 ~20.5! 20.47 ~20.44! 20.73 ~20.7! 20.63 ~20.58!
d 0.08~10.23! 0.02 ~10.15! 10.03 ~10.18! 20.09 ~10.02! 0.02 ~10.1!

s̄m01
~%! a 124 ~125! 114 ~110! 112 ~18! 19 ~16! 111 ~110!

b 129 ~130! 116 ~114! 115 ~113! 111 ~18! 113 ~113!
c 117 ~117! 10 ~10! 10 ~10! 8 ~9! 10 ~12!
d 127 ~126! 118 ~115! 117 ~114! 112 ~19! 118 ~115!

s̄b ~%! a 228 ~263! 229 ~263! 229 ~262! 247 ~271! 251 ~273!
b 8 ~247! 219 ~253! 213 ~250! 239 ~262! 256 ~270!
c 20 ~232! 14 ~247! 14 ~244! 24 ~237! 41 ~227!
d 211 ~261! 224 ~264! 223 ~263! 234 ~269! 237 ~270!

s̄g ~%! a 223 ~259! 235 ~264! 236 ~264! 236 ~269! 256 ~272!
b 134 ~210! 18 ~218! 24 ~19! 218 ~228! 225 ~233!
c 1332 ~1260! 1272 ~1230! 1270 ~1240! 1325 ~1267! 1360 ~1250!
d 7.4 ~248! 230 ~263! 233 ~262! 243 ~266! 249 ~269!
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of third order polarizability. It is proportional to the fourt
power of the combination of transition dipoles and excit
state frequencies. In addition, the two level model~TLM !
used to derive the experimentalg is oversimplified~compare
TLM results to more accurate data derived from third h
monic generation experiments40 which are given in parenthe
ses, col. 2 of Table V!. In these series, the INDO/S approa
is the most accurate, and demonstrates excellent agree
with experiment, within 30%. AM1, PM3, and especial
MNDO values are smaller than that of INDO/S which aga
follows from the hierarchy of transition dipole magnitude
We notice a significant discrepancy between theory and
periment for the c series. Very small third order polarizab
ities compared to the other molecules have been observe
experiment. Here, even though the computed polarizabili
are smaller compared to other series, they are too large c
pared to experiment. In addition, experimental negative si
in c@1# and c@2# molecules are not reproduced. We will di
cuss this discrepancy in Sec. IV

IV. DISCUSSION

We have computed the lowest absorbing excited s
~band gap! energies and their transition dipoles, and the fi
the second, and the third order static polarizabilities of s
eral series of donor/acceptor substituted diphenyl–poly
oligomers with various sizes. These molecules are fa
small compared to limiting chain lengths when polarizab
ities are expected to saturate.19–21Therefore, nonlinear polar
izabilities of the considered substituted oligomers grow r
idly with increasing molecular size.

Our computational approach combines different se
empirical Hamiltonians ~INDO/S,32 AM1,36 PM3,37

MNDO,38 MINDO/3!39 with the CEO28,29 technique which
utilizes the TDHF approximation for the many-electron wa
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function.30,31 To include dielectric environment effects w
used the SCRF approach based on the Onsager dip
model.

Computational results were compared with the expe
mental data reported in Ref. 40. Figure 3 shows the to
deviation of computed values from the experimental res
averaged over a, b, and d compounds. The computed ex
tion energies are reasonably accurate using any semiem
ical model, and systematically improved when taking in
account the solvent environment. Transition dipoles cal
lated with semiempirical Hamiltonians parameterized for
ground state~AM1, PM3, and MNDO! compare slightly
more favorably with experiment than INDO/S values. T
dielectric medium has very little effect on the transition d
pole moments. Thus the simplest Onsager spherical ca
model, where an effective sphere radius is associated
the ‘‘real’’ molecular volume, performs fairly well in ad
dressing the dielectric medium effects for the linear abso
tion spectrum. We must note that the small error observe
these calculations for the band gap is not always to be
pected, and errors in this property will propagate into t
hyperpolarizabilities.

The solvent environment has a dramatic effect on
magnitudes of nonlinear polarizabilities and has to be ta
into account to reproduce experimental results. Polariza
ities computed with the INDO/S Hamiltonian parametriz
for spectroscopic purposes shows the best comparison
experimental results~on average 16% and 20% accuracy f
the second and the third order static polarizabilities, resp
tively!. In addition, the comparison with the experiment f
nonlinear polarizabilities of such large molecular systems
complicated because significant approximations~two- and
three-level models or projection of the frequency depend
polarizability to the static limit! are usually invoked to esti
mate experimental values.40 For example, the two-level ap
proximation for the second-order polarizability typical
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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FIG. 3. Total averaged deviations of magnitudes
computed spectroscopic observables for a, b, and d
ries in the dielectric medium and in the gas phase us
model Hamiltonians, from the corresponding expe
mental values.
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overestimates its value,26 whereas in the three-level approx
mation for the third-order response, the position, and
properties of the third state are usually not available fr
experiment.40 Nevertheless, the agreement with experim
for the series a, b, and d is encouraging. An additional cav
concerns the use of a more sophisticated solvent mode
describe the dielectric medium effects. One possibility is t
an elliptical cavity approximation would be more appropria
for such elongated donor/acceptor molecules. Although
approach is a straightforward generalization of the spher
cavity model,59 the parameters of the ellipsoid are not w
defined for conjugated systems such as considered in
present paper. Most likely they will be related to the effect
conjugation lengths rather than to physical molecular dim
sions. Therefore, the elliptical model calculations are s
rarely applied to electronic structure calculations of lar
molecules60 compared to the spherical model.45–48 In order
to get a feel for how our computed properties would
modified, we have conducted several test calculations w
prolate ellipsoid cavity for molecules in series a. We kept
cavity volume constant while increasing ellipticity. The
computations show that in general solvation effects are
creased and our results move toward the gas-phase resu
the ellipticity is increased. In series a, for reasonable ran
of the ellipsoid parameters this yields values about midw
between our gas phase and spherical cavity approxima
results. Even in this ellipsoidal limit, there is a significa
signature of solvation. Future theoretical studies are cle
required to build a more accurate description of solvat
effects on excitation energies in these large molecu
systems.61

We have not included the spectroscopic observab
computed for c oligomers in the above analysis. They req
a separate discussion. We notice that experimental nonli
polarizabilities of these compounds are much smaller co
pared to the other molecules because the donor and acc
groups are weak. Their excitation energies are therefore c
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parable to that of the unsubstituted oligomers, e.g., the ba
gap excitation energy of c@1# compound~3.81 eV! is only
weakly redshifted compared to the band gap of stilbene~3.98
eV!.62 This suggests a large torsional disorder in c molecu
whereas a, b, and d compounds have strong donor and
ceptor substitutions, which in turn straighten the molecu
backbone to maximize donor/acceptor charge transfer. A
geometry optimization results in nearly planar structures
all molecules. The ground state energy curve along the
sion motion coordinates is very shallow in the c series a
much steeper in a, b, and d molecules. However, this
sional disorder has a very strong effect on thep-electron
delocalization along the conjugated backbone, and there
tends to significantly vary the excitation energies and po
izabilities. For example, a 40° torsion of c@1# leads to a blue-
shift of the INDO/S calculated energy by 0.3 eV~which cor-
responds to the experimental value!, and decreases the thir
order polarizability from 41310236esu ~0° torsion! to 11
310236esu~40° torsion!. The latter compares well with ex
periment. In addition, for the c series two and three le
approximations forb~0! andg~0! are less accurate than th
for the other molecules since the intramolecular charge tra
fer is very weak, and thus the experimental values deri
from EOA measurements have to be taken with cautio63

These arguments suggest a need for more advanced co
tational approaches62 or experimental studies to obtain opt
mal structures of c molecules. These may be used as an i
for the CEO computations for further reliable comparis
with experiment.

We conclude that a reasonably accurate computation
excitation energies, transition dipoles, and nonlinear st
polarizabilities is possible by combining INDO/S, AM1
PM3, or MNDO semiempirical parameterizations with th
CEO technique for excited states. Careful choice of the
timal geometry and inclusion of dielectric medium effec
significantly improve the quantitative comparison with t
experimental data. The latter ingredient is extremely imp
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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tant for computing nonlinear polarizabilities which may
drastically enhanced by the solvent environment.
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