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ABSTRACT: We present a formulation of Raman spectroscopy in
molecular junctions based on a many-body state representation of
the molecule. The approach goes beyond the previous effective
single orbital formalism and provides a convenient way to
incorporate computational methods and tools proven for equili-
brium molecular spectroscopy into the realm of current carrying
junctions. The presented framework is illustrated by first principle
simulations of Raman response in a three-ring oligophenylene
vinylene terminating in amine functional groups (OPV3) junction.
The calculated shift in Stokes lines and estimate of vibrational
heating by electric current agree with available experimental data. In
particular, our results suggest that participation of the OPV3 cation in Raman scattering under bias may be responsible for the
observed shift, and that the direction of the shift depends on renormalization of normal modes. This work is a step toward
atomistic quantum ab initio modeling of the optical response of nonequilibrium electronic dynamics in molecular junctions.
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time-dependent density functional theory (TDDFT), oligophenylene-vinylene (OPV), vibrational heating

Molecular electronics promises to harness electronic
functionality over an area of no more than a few

molecules thus approaching the fundamental size limit of
molecular electronic devices.1 Our progress in this field is
subject to the availability of advanced fabrication technologies
and experimental capabilities to precisely characterize the
structure and monitor the underlying fundamental electronic
dynamics. The first observation of Raman spectroscopy
enhancement for molecules chemisorbed on metal surfaces
(SERS)2,3 has manifested an important optical tool for single
molecule detection.4,5 Since then the field has progressed
rapidly.6−9 SERS is known to be dominated by hot spots (areas
of particularly strong electromagnetic field enhancement).10

The ability to produce nanometer scale gaps in metal
junctions11−13 paved the way for the application of SERS in
molecular electronics as diagnostic and control tool.14−16 In
particular, Raman spectroscopy was used to estimate bias
induced vibrational and electronic heating in molecular
junctions17−19 to reveal the structure of single-molecule
junctions20−23 and to estimate orientation of a molecule in
junction.24,25 Correlations between the Raman signal and
conductance due to junction dynamics suggest the possibility to
characterize electronic dynamics by optical means.18,26,27

Experimental advances have driven theoretical interest in this
field. Several theoretical approaches have been put forward to
analyze and explain existing data as well as to propose future
experiments.15,28 In particular, in our previous publications we

combined a nonequilibrium Green’s function description of
quantum transport with a generalized scattering theory of the
Raman flux, thus providing the first theoretical description of
Raman scattering in such systems. Within simple models, we
applied the theory to study bias induced vibrational29,30 and
electronic31,32 heating, charge transfer contribution to SERS33

and time-dependent correlations between conductance and
Stokes signal.26,34−36

To this point, existing studies of Raman scattering under
nonequilibrium electronic conditions have utilized a non-
interacting orbital-based approach (a single-electron mean-field
picture), which becomes inadequate in the presence of strong
interactions (e.g., molecule-plasmon coupling) in the system.37

On the other hand, only ab inito simulations based on
equilibrium theory of Raman scattering were reported in the
literature for molecules adsorbed on metal surfaces21,38−44 and
in junctions.45−47 This necessitates the need for theoretical
techniques enabling modeling of optical response of non-
equilibrium electronic system in molecular junctions using
advanced quantum-chemical methods able to describe the
underlying many-body physics.
Here we present a pseudoparticle nonequilibrium Green

function (PP-NEGF) formulation for Raman scattering probes
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in current carrying molecular junctions and apply it to first
principle simulations of Raman scattering in an OPV3 junction
(see Figure 1). This molecular system has been used in Raman

spectroscopy experiments.19 The study is the first attempt of ab
initio simulation within a nonequilibrium theory of Raman
scattering. Our eventual goal is a realistic description of optical
response in junctions, where the PP-NEGF molecular Raman
scattering (presented here) should be accompanied by PP-
NEGF description of interactions with plasmon excitations in
the contacts (as presented in ref 37).
We stress that the PP-NEGF approach (relying on the many-

body states) introduced here is fundamentally different from
the quasiparticle considerations (operating with single-particle
orbitals) described in our previous publications.26,29−36

Particularly, due to the many-body states representation, the
PP-NEGF formulation allows one to account for all intra-
molecular interactions exactly. It also provides a possibility of a
convenient map to the language of vibronic (dressed) states.
Note that while the standard (Redfield) quantum master
equation in principle can also account exactly for the
intramolecular interactions, it is applicable only to the
unphysically high-temperature regime (kBT ≫ Γ)48 and in
the absence of degeneracies in the system.49 It also completely
misses the hybrydization between the molecule and the
contacts,50 which frequently results in qualitative failures.51

Thereby, the PP-NEGF approach to the Raman scattering is an
important theoretical advance, because it provides a convenient
way to incorporate tools of quantum chemistry and equilibrium
molecular spectroscopy (traditionally formulated in the
language of many-body states of an isolated molecule) into
the realm of current carrying junctions.52

We consider a molecule, M, bridging two metal electrodes,
and subjected to an external laser radiation, rad. The electrodes
act as electronic, L and R, and thermal, B, reservoirs, each at its
own equilibrium. The Hamiltonian of the junction is

∑̂ = ̂ + ̂ + ̂
=

H H H V( )M
K L R B rad

K K
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Here we represent the molecular Hamiltonian ĤM in terms of
many-body states |S⟩ of the molecule
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where X̂S1S2 = |S1⟩⟨S2| is a Hubbard (projection) operator, and ck̂
†

(ck̂), bβ̂
† (bβ̂), and aα̂

† (a ̂α) create (annihilate) an electron in the
contacts L and R, phonon in the thermal bath B, and photon of
radiation field rad, respectively. Finally, V̂L(R), V̂B, and V̂rad in eq
1 describe single electron, phonon, and photon transitions
between the molecule and baths
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Here Ôq = ck̂, bβ̂, and aα̂ for K = L(R), B, and rad, respectively.
Below we utilize molecular vibronic states |Sm⟩ =|em,νν

(m)⟩ ≈
|em⟩|νν

(m)⟩ as many-body basis, so that HS1S2
(M) = δS1,S2ES1, VS1S2,k

(L(R)) =

Ve1e2 ,k⟨νv1
(1)|νv2

(2)⟩, VS1S2,β
(B) = δe1e2Wv1

(1)
v2
(1)

,β, and VS1S2,α
(rad) =

−μ⃗e1e2 ⃗
α⟨νv1

(1)|νv2
(2)⟩. Here μ⃗e1e2 is the electronic transition dipole

moment, ⃗
α is amplitude of the radiation field mode α, and

⟨νν1
(1)|νν2

(2)⟩ are overlap integrals of the vibrational wave functions

for electronic (L(R)) and optical (rad) transitions. Correspond-
ing Franck−Condon factors are evaluated following the method
by Ruhoff and Ratner.53,54

An expression for Raman scattering in current-carrying
junctions was first derived considering an outgoing photon flux
caused by a coherent photon scattering from an occupied
initial, α = i, to an empty final, α = f, mode of radiation field.30

The derivation was performed using a noninteracting orbital-
based representation. Here, we develop a desirable general-
ization to the many-body molecular basis {|S⟩} by invoking the
PP-NEGF method.55−58 Within this approach one can
introduce pseudoparticle operator, d ̂S†, that creates the
molecular many-body state |S⟩ by acting on vacuum state, |S⟩
= d̂S

†|0⟩. The methodology is identical to the second
quantization. However, it is formulated in an extended Hilbert
space, whose physically relevant subspace is defined by a
normalization condition ∑Sd̂S

†d̂S = 1. In the extended Hilbert
space the nonequilibrium pseudoparticle Green function

τ τ τ τ= − ⟨ ̂ ̂ ⟩
†

G i Td d( , ) ( ) ( )S S c S S1 2 1 21 2 1 2 (5)

satisfies the usual Dyson equation. Restricting the latter to the
physical subspace results in a coupled system of equations for
projections of the Green function (see, e.g., ref 57 for details).
Following the line of argument of ref 30 and assuming no

charge transfer (CT) contribution, an expression for intra-
molecular Raman flux which starts in a ground molecular state |
g⟩ and proceeds via set of excited states {|x⟩}, is given by59 (see
Supporting Information for derivation details)

Figure 1. A three-ring oligophenylene vinylene terminating in amine
functional groups (OPV3) molecule. Shown are (a) molecular
structure and normal modes of neutral OPV3 at frequencies (b)
1199 cm−1 and (c) 1608 cm−1. Created by GaussView 5.
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where ζgi = 1 (−1) when state |gi⟩ is of Fermi (Bose) type,
GS1S2
>/<(t1,t2) are greater/lesser projections of the Green function

(5), Π>/< are greater/lesser projections of the self-energies due
to coupling to radiation field. The Fourier transforms of the
latter are37
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where Ωgx,g′x′ (ω) ≡ 2π ∑αVgx,α
(rad)Vα,g′x′

(rad)δ(ω − να) and N(ω) ≡
(1/π)(γ2/[(ω −νi)2 + γ2]) with νi being the frequency of the
incoming laser radiation, γ is the laser bandwidth, and N(ω)
characterizing the laser resolution. Note that eq 6 is an
expression for “the normal Raman process” as discussed in refs
29 and 30. Note also that it is a time-dependent generalizaton
similar to the CT-Raman consideration of refs.34,35 At steady-
state eq 6 becomes J = ∫ (dωf)/(2π) J(ωf) with
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where η → 0+ is an infinitesimal real number, δ(...) is the Dirac
delta function. Expression 8 is convenient to use for numerical
simulations as described below.
We apply the method introduced above to an OPV3 junction

(see Figure 1a), which was the focus of recent Raman
measurements.19 We chose parameters to be representative of
a realistic experimental situation. Following refs 60−62, we
assume that at low bias the main contribution to conductance
comes from neutral (N) and cation (C) states of OPV3, and
that EN

e − EC
e − EF = 0.05 eV63,64 (here EN

e , EC
e , and EF are

electronic energies of neutral and cation OPV3 species, and the
Fermi energy, respectively). The electron escape rates to the
contacts, ΓL(R)  2π∑k∈L(R) |VCN.k|

2δ(E − εk), are taken as 15
meV in agreement with experimental estimate.65 Molecular
vibrations are modeled as harmonic oscillators (normal modes
specific for cation and neutral molecule). The dissipation matrix
for the vibrations due to coupling to thermal bath is assumed to
be diagonal, Γν(m)ν(m)+1,ν(m),ν(m)+1

B  2π∑β∈B|Wν
(m)

ν
(m)

+1,β|
2

δ(ω − ωβ), and the rates are 2.5 meV. The laser field is
assumed to be polarized along the principle axis of the OPV3
molecule. The intensity of the field is i ∼ 1010 V/m, its
frequency is νi = 1.4 eV, and laser bandwidth γ = 1 meV.
Temperature in the contacts is taken as 100 K. Calculations
were preformed on an adjustable energy grid.

Parameters of electronic and vibrational structure of the
isolated molecule (ground and excited state electronic energies,
normal-mode frequencies and electronic transition dipole
moments of neutral and cation species) were computed with
density functional theory (DFT) and time dependent DFT
(TDDFT) methodologies.66,67 For all calculations, we use the
B3LYP hybrid-functional with a 3-21+G basis set as
implemented in the Gaussian’09 software package.68

Figure 2 shows the Stokes shift of two Raman active normal
modes. For the neutral OPV3 these modes are at 1199 and

1608 cm−1 with displacements schematically shown in Figure
1b,c. Oxidation of the molecule leads to shift of the modes to
1211 and 1577 cm−1, respectively. Under finite bias both
neutral and cation species contribute to the total Raman signal,
with the latter contribution becoming more pronounced at
higher bias. Correspondingly, the Stokes peak shifts to higher
or lower frequencies for the two modes. Note that calculation
in Figure 2a employs νi = 1.2 eV as frequency of the laser field.
Note also that the shift for the mode at 1608 cm−1 (see Figure
2b) was observed experimentally16,19 and discussed theoret-
ically within a perturbation theory analysis of electron-vibration
coupling.69 At finite bias charge transfer between the molecule
and contacts induces dissipation in the ground states of the
neutral and cation species, which leads to broadening of the
peaks. We note that the PP-NEGF approach is especially
convenient for describing this system since it easily accounts for
the different vibrational frequencies of the neutral and cation
species while retaining information on mixture of molecular
states with those of the contacts. This allows for high accuracy
treatment of the electron-vibration coupling in junction which
goes far beyond usual considerations within perturbation
theory.37,57

Dependence of the anti-Stokes peak on bias is shown in
Figure 3a. In addition to the shift of the peak position, as
discussed above, heating of the vibration by electric flux results

Figure 2. The Stokes peak, eq 8, versus Raman shift for several source-
drain biases, Vsd. Shown are results for molecular vibrational modes at
(a) 1199 and (b) 1608 cm−1. See text for parameters used for
simulations.
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in an increase of the anti-Stokes peak amplitude at higher bias,
as is observed in the experiment.19 It is interesting to note that
the shift in the anti-Stokes line is smaller than that of the Stokes
peak. While in general there are a number of reasons for such
shifts (for example, Stark effect or shift of the line induced by
the molecule-contacts hybridization), here we argue that the
main contribution comes from renormalization of molecular
vibration under oxidation. Thus the shift under bias is defined
by relative contributions from neutral molecule and cation to
the total Raman signal. In a simplified picture, these
contributions to Stokes and anti-Stokes lines are proportional
to populations of the ground and excited states of the to
species, respectively. Bias-induced transfer of electronic
population probability from vibronic states of neutral molecule
to those of the cation is proportional to the corresponding
Franck−Condon factors. The latter are stronger for ground
state, which results in more pronounced shift in the Stokes line.
We note that different shifts of the Stokes and anti-Stokes lines
with bias are consistent with the experimental data (see Figure
3b in ref 19).
While the temperature of nonequilibrium system is not

defined, the notion of “effective temperature” is often utilized in
experiments to characterize the extent of bias induced heating
in the molecule.17−19 In particular, effective vibrational
temperature, describing extent of vibrational excitation by
electron flux, may be estimated from spectroscopic data
utilizing ratio of anti-Stokes to Stokes peaks as

ν ω
ν ω

+
−

≈ ω−ℏJ
J

e
( )
( )

i v

i v

k T/v B eff

(9)

(here ωv is frequency of the normal mode of the neutral
molecule). Figure 3b displays result of this estimate. Note that
the calculated effective temperature is in agreement with the
experimental data (compare with Figure 3a in ref 19).

In conclusion, we presented a pseudoparticle formulation for
Raman spectroscopy in molecular junctions. This framework
allows us to describe open nonequilibrium molecular system in
the language of many-body states of the isolated molecule. The
method treats all intramolecular interactions exactly, while also
keeping the information on hybridization between molecular
states and those of the contacts, and on the nonequilibrium
electronic population in the molecule. We further applied this
methodology to simulate the Raman response of the OPV3
molecular junction under bias, where high quality experimental
data recently became available. Parameters of the electronic and
vibrational structure of the molecule were obtained from DFT
and TDDFT quantum-chemical calculations and from exper-
imental data. Our modeling results demonstrate a shift to lower
frequencies and broadening of the Stokes line, reproducing the
experimental trends. We argue that such a shift may be caused
by the cation contribution to Raman scattering, and that in
principle also a shift of the line to higher frequencies may be
observable. Our estimate of vibrational heating caused by
electric current is also in agreement with experimental data.
Thus presented PP-NEGF methodology provides a convenient
way to incorporate electronic information obtained for an
isolated molecule in equilibrium with convectional quantum-
chemical tools to simulate nonequilibrium dynamics of current
carrying junctions. We believe that the developed method
constitutes an important step toward full ab initio calculations
of optical response in molecular junctions.
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