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ABSTRACT

We investigate coupled excitonic and vibrational effects in carbon nanotubes using a time-dependent Hartree −Fock approach. The results
reveal intricate details of excited-state dynamics. In the ground state, spontaneous uneven distribution of the π electrons over the bonds (i.e.,
Peierls dimerization) is observed throughout the entire nanotube, particularly in large-radius CNTs. However, we demonstrate that vibrational
relaxation following photoexcitations leads to substantial local distortion of the tube surface, overriding the Peierls dimerization. This mutually
affects the electronic system, resulting in localized states (self-trapped excitons). These phenomena critically control photoinduced dynamics
and charge transport in nanotube materials.

Single-walled carbon nanotubes (CNTs) are quasi-one-
dimensional structures composed of a one-atom-thick layer
of graphite rolled into a tube.1 Their extended backbones
support a delocalized mobileπ-electron system. This results
in a semiconductor or metal-like electronic structure with
unique physical properties, promising for a number of
technological applications.2-7 Electronic structure of CNTs
based on tight-binding models predicts equally spaced
subbands of valence and conduction bands with diverging
density of states at band edges known as van Hove
singularities.1 Recent experimental8-10 and theoretical11-16

studies have revealed the importance of electron-electron
correlations caused by enhancement of Coulomb interactions
due to one-dimensional confinement conditions. For example,
the response of bound electron-hole pairs (excitons) is
manifested in fluorescence8,17 and photoinduced optical
absorption9,10 spectra of CNTs. In addition to probing
excitonic phenomena, recent research has shown that electron-
phonon coupling (vibrational effects) are important in carbon
nanotubes as well.18-25 Strong phonon-assisted bands identi-
fied in single CNT photoluminescence spectra,19,20 and
coherent phonon generation22 detected in time-resolved
spectra, prove a substantial electron-phonon coupling.

An interplay of strong Coulomb correlations, electron-
phonon coupling, and elastic properties are typical features
of all quasi-one-dimensional materials such as conjugated

organic26,27and organometallic28 polymers, and mix-valence
chains,29 frequently giving rise to spontaneous symmetry
breaking (Peierls distortion). This leads to rich physical
phenomena such as metal-semiconductor transitions, soli-
tons, polarons, breathers, and enables technological applica-
tions. Their exploration in the context of CNTs is compli-
cated due to sample quality issues (experiment) and significant
numerical effort involved in quantum-chemical studies
(theory). Most of the theoretical investigations of CNTs have
been carried out using model calculations or empirical tight-
binding approximations,1,13,14 except several first-principle
studies focused on a few snapshots of the electronic structure
of narrow-diameter CNTs.15,16 Modeling of excited-state
geometries and excited-state molecular dynamics, requiring
multiple-step electronic structure calculations, have not been
pursued due to numerical expense, except for a few model
approaches.23 Thus, an understanding of coupled excitonic
and vibrational interactions as a function of CNT diameter
(curvature) and chirality is not yet available.

In the present study, we focus on the CNT photoinduced
dynamics and the effect of spontaneous symmetry breaking,
also known as Peierls distortion. The latter phenomenon is
attributed to the instability of the Fermi energy states in
quasi-one-dimensional metals. In the half-filled zone materi-
als, the instability is removed by the electron-phonon
interactions, leading to the gap opening at the Fermi level
(metal-semiconductor transition) and induced by the folding
of the Brillouin zone and related doubling of the real-space
lattice period.30 Conjugated polymers provide an example
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of such a transition with the gap opening of about 2 eV.26

The Peierls distortion has been extensively studied in metallic
CNTs.1,31-35 In contrast to polymers, the produced band gap
in the latter is much smaller than the energy of the thermal
fluctuations. In the present study, we consider semiconductor
CNTs and find that their surfaces experience the corrugation
fully analogous to the lattice period doubling. Because this
spontaneous symmetry breaking is associated with the
electron-phonon interaction, we refer to it as Peierls
distortion. However, this phenomenon cannot be considered
as metal-semiconductor transition.

We use our recently developed excited state molecular
dynamics (ESMD) approach36 to study photoinduced exci-
tonic states of CNTs. This method has worked well in our
recent studies for a number of organic chromophores,
including conjugated polymers, providing quantitative ac-
curacy and physical insight.27,36Compared to model calcula-
tions, using our technique we expect to understand the
interplay ofπ andσ bonding, curvature, and chirality effects
in the excited states of CNTs. We focus on three semicon-
ductor chiral tubes shown in Figure 1. Other CNT chiralities,
which we have studied, exhibit similar trends described
below. For comparison purposes, we also include a poly(p-
phenylene vinylene) (PPV) oligomer. All considered mo-
lecular systems have a finite length of 10 nm and comprise
several repeat units. The finite size one-dimensional systems,
when their lengths are significantly larger than the charac-
teristic exciton sizes, are expected to reproduce well the
properties in the infinite-size limit. For example, we estimate
the differences between calculated finite tube excitation
energies (Table 1) and their correspondent extrapolated
values to be less than 0.05 eV. Calculations of conjugated

oligomers provide a familiar reference example of such an
approach.27,36 Optimal geometries of the ground state, the
first optically allowed excited state, and the ground-state
vibrational normal modes have been obtained for all four
molecules, as described in ref 22 and outlined in the Methods
section. Ground- and excited-state geometries provide input
structures for calculating optical absorption and emission
spectra, respectively.

To study the exciton structure, we calculate up to the 200
lowest excited states for each CNT from Figure 1 at the
ground-state geometry. The computed states are strongly
delocalizedπ-π excitations, which are optically accessible
and span most of the first (EX1) and second (EX2) excitonic
bands. The lowest state in each excitonic band collects nearly
all of the oscillator strength from its parent band. This results
in characteristically strong EX1 and EX2 peaks in the CNT’s
linear absorption spectra probed by a variety of spectroscopic
techniques.9,10,19-22 In contrast, only the lowest-energy (band
gap) transition in PPV has strong oscillator strength. This
state is also responsible for the polymer’s fluorescence.36 The

Figure 1. Molecular structure of poly phenylene-vinylene (PPV), and (4,2), (6,2), (7,6) CNTs with increasing diameter. All systems are
finite, have the same length, and are terminated by hydrogen atoms to saturate chemical bonds. Lower panel represents a perspective depth
view of the tubes for a visual comparison of their diameters and chiralities.

Table 1. Diameters and Calculated Spectroscopic Observables
(Excitation Energies, Stokes Shifts, and Excited-State
Vibrational Relaxations) of CNTsa

polymer
or tube

D
(Å)

EX1
(eV)

EX2
(eV)

Stokes
shift

(meV)

vibrational
relaxation

(meV)

PPV 2.54 (2.4) 120 56
(4,2) 4.0 1.57 2.92 2.4 1.3
(6,2) 5.7 1.24 (1.39) 2.63 (2.96) 9.6 4.7
(7,6) 9.0 0.98 (1.11) 2.06 (1.92) 52 32

a Available experimental excitation energies8 are given in parentheses.
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situation may be different in CNTs because there are several
optically forbidden exciton states, nearly isoenergetic to the
allowed EX1 state. The relative ordering of “bright” and
“dark” states may be responsible for the poor fluorescence
efficiency of the CNTs.13 We found that this ordering is
highly method-dependent and obscured by vibrational re-
laxation (to be published as a separate contribution). Here
we focus on the EX1 properties at the excited-state geometry
related to the nanotube emission.

A comparison of ground- and excited-state geometries of
CNTs and PPV is illustrated in Figure 2. An important
feature of a conjugated polymer geometry is the bond length
alternation26,27 due to an uneven distribution of theπ
electrons over the bonds (Peierls distortion). Figure 2A shows
the lengths of carbon-carbon bonds along the chain, where
periodic variation of single (long) and double (short) bonds
is evident. This bond-length alternation is reduced over the
exciton spatial region in the excited-state geometry, indicating
a fundamental exciton self-trapping phenomenon.36 To
analyze nanotube geometries, we inspect deviations of the
tube surface from the perfect cylinder. In the smallest (4,2)
tube, these deviations (not shown) are significant because
of considerable bonding system strain due to rolling of
graphite into a cylinder with a diameter comparable to the
phenyl ring size. As expected, a larger (6,2) tube has more
cylindrical geometry (not shown). The most interesting case
is our widest (7,6) tube. Tubes of similar diameter are very
common in the experimental samples. The tube surface is
corrugatedin the ground-state geometry. Figure 2B shows
that the radial distance of carbon atoms periodically changes
along the tube axis (the labeling is shown in Figure 2C, left
panel). The “belts” of “red” and “blue” carbon atoms are
buckled inside and outside the tube, respectively. This
obviously makes “red” bonds shorter and “blue” bonds
longer, a property which is further enhanced by the corre-
sponding rearrangement of bonds on the tube surface (Figure
2C). This effect is caused by the interactions within the
delocalizedπ-electron system, rather than by changes of
σ-bonds due to curvature. In fact, it is a manifestation of
the Peierls dimerization previously explored in the CNT
ground state context1,31analogous to that commonly observed
in conjugated polymers (compare Figure 2A and B). Because
of its more rigid structure, the respective nanotube bond-
length alternation is about∼0.02 Å vs∼0.1 Å in PPV. The
similarity of excited-state vibrational relaxation is even more
striking: The nanotube surface becomes locally less distorted,
corresponding to reduction of the bond-length alternation
(Figure 2C-D). Even though the geometrical changes are
small (∼0.002-0.02 Å), this effect still leads to the measur-
able vibrational progression in the emission spectra (Figure
2E).24

These delicate geometric features have profound effects
on the CNT electronic structure. Table 1 summarizes our
main computational results. Overall, the calculated excitation
energies agree well (within 0.2 eV) with available experi-
mental data.8 Such accuracy is typical for semiempirical
molecular calculations.27,36 The relevant excitonic states of
all molecules are analyzed in Figure 3. The contour plots

(first column in Figure 3) represent the transition density
matrices between the ground and electronically excited states,
as “topographic” maps that reflect the single electron reduced
density matrix changes upon molecular photoexcitation.27

The matrix diagonal and off-diagonal sizes characterize the
distribution of an excitonic wave function over the chain,
namely center-of-mass (LD) and distance between particles
(LC), respectively. To establish a reference point, we start
with the polymer (PPV) chain. The results are shown in the

Figure 2. Comparison of calculated-excited (EX1) and ground-
state optimal geometries. (A) Variation of carbon-carbon bond
length along the PPV chain. (B) Right panel: Variation of carbon
radial distance from the center along the (7,6) tube axis. (C)
Directions of nuclear motion induced by vibronic relaxation on the
excited state. Stretching (G-mode) and radial breathing (RBM)
motions are clearly visible along arrow directions. The left panel
in (B) shows the corresponding hexagonal lattice and atoms
buckling inside (red) and outside (blue) of the nanotube surface
due to a Peierls distortion. (D) Change of the radiusdRwith carbon
coordinate along the tubeZ axis showing corrugation of the tube
surface in the excited state. (E) Calculated fluorescence spectrum
showing the vibrational replica of normal modes coupled to the
electronic degrees of freedom.
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first row. The contour plot illustrates that the center of mass
of a photoexcited electron-hole pair is delocalized over the
entire chain (diagonal in the plot). The exciton size (maximal
distance between electron and hole) is about 2 nm (largest
off-diagonal extent of the nonzero matrix area). The relevant
LD andLC cross-sections are shown in the second and third
columns in Figure 3, respectively. TheLD slice (black curve)
for PPV has distinct peaks associated with the strong change

of the electronic density on the double bonds of vinyl groups
upon photoexcitation (namely, a reduction of Peierls dimer-
ization). The electronic excitation then relaxes along the
excited-state potential surface and ultimately decays radia-
tively back to the ground state (fluorescence). Because of
the coupling to vibrational degrees of freedom (electron-
phonon coupling), an exciton distorts the lattice in the middle
of the chain (Figure 2A) and localizes itself in this region

Figure 3. Analysis of transition density matrices from the ground state to optically active excited states of the molecules shown in Figure
1. Two-dimensional contour plots of matrices corresponding to the band gap transition are shown in the first column. Each plot depicts
probabilities of an electron moving from one molecular position (horizontal axis) to another (vertical axis) upon electronic excitation. The
color code is shown in the bottom line. The second (third) column represents diagonal (off-diagonal) slices of matrices along theLD (LC)
direction, showing delocalization patterns of excited states.

Nano Lett., Vol. 7, No. 1, 2007 89



(compare the red and black curves on theLD slice), which
is typical for conjugated polymers.26,36 The off-diagonal
exciton sizeLC is not affected by vibrational relaxation.

The second row in Figure 3 characterizes excitonic
properties of a (4,2) tube. The EX1 of this tube looks very
similar to the band gap exciton of polymer with the same
LD andLC sizes. However, the vibrational relaxation of the
EX1 state (Table 1) is negligible (the black and red curves
on theLD andLC slices coincide). This lack of vibrational
relaxation in narrow CNTs is attributed to the strong strain
in theσ-bonding network and weaker (compared to the planar
graphite) interactions within theπ-electron system due to
large curvature. Compared to EX1, a higher energy photo-
excitation EX2 is uniformly delocalized along the CNT with
smaller changes of theπ-electron density (blue curve on the
LD slice). This excitation has the same off-diagonal size as
EX1 and is sensitive to the CNT chirality, showing up as an
asymmetric shape in theLC plot. Compared to the (4,2) tube,
the (6,2) CNT has a smaller curvature and, consequently, a
betterπ-electron conjugation and mobility. This results in a
larger (about 4 nm) exciton size. The curvature-induced strain
of the σ-bonding network is still strong, so the EX1
vibrational relaxation in (6,2) is relatively weak (Table 1)
and appears as a slight bulge in the center of the tube (Figure
2D). EX2 in this tube has a pronounced asymmetry, as
evidenced by theLC plot.

The bottom row in Figure 3 summarizes the excitonic
properties of the (7,6) CNT. Both EX1 and EX2 in this tube
have sizes of about 6 nm, which is still smaller than the 10
nm tube length, minimizing edge effects. Compared to the
narrower tubes, theLD plots for all excited states have
periodic variation of the changes in the electronic density
due to photoexcitation, which is very similar to that observed
on theLD slice for the conjugated polymer, signaling the
effect of the Peierls distortion on the electronic degrees of
freedom. Moreover, distortion of the nanotube surface at the
center (Figure 2D) in the excited state evidence exciton self-
trapping by vibrational relaxation, which is well pronounced
in the electronic degrees of freedom as well (red and black
curves on theLD slice). Compared to PPV, where the
diagonal exciton localization size is about 5 nm, this length
in the (7,6) tube is about 8-9 nm. Excited-state vibrational
relaxation (“exciton cooling”) and the associated Stokes shift
are substantial, making it possible to probe this phenomenon
spectroscopically, such as routinely done in other materi-
als.26,29 It is interesting to point that bound dynamical
exciton-phonon states were observed in the previous
theoretical and experimental studies,23,24 which confirms
strong electron-vibrational interplay in carbon nanotube
materials. The impact of chemical defects, solvent stabiliza-
tion, and intertube interactions on this dynamics is a subject
of future studies.

Finally, we discuss typical vibrational motions strongly
coupled to the electronic degrees of freedom. Comparison
of the ground- and excited-state geometries in the (7,6) CNT
(Figure 2C and D) shows that excited-state relaxation
rearranges bond-length alternation and slightly bulges the
tube. This suggests a coupling to the longitudinal G and radial

breathing (RBM) vibrational modes, which is the largest
among all vibrational coordinates. Ground- and excited-state
geometries and vibrational normal modes make it possible
to calculate the vibronic structure of photoluminescent
spectra, as outlined in the Methods section. Figure 2E shows
the computed spectrum for (7,6) CNT. Vibrational replicas
of the G-mode and the RBM are clearly seen. The intensity
of the G-mode 0-1 transition is about 9% of the 0-0 line,
which roughly corresponds to the value 0.1 of the related
Huang-Rhys factor. This concurs with experimental emis-
sion and Raman spectra.8,17,19-21,37In particular, it agrees well
with experimentally measured spectral weight transfer from
the exciton to the exciton-phonon sideband.24 Furthermore,
the small overtones G+ G and G+ RBM, which can be
identified in Figure 2E, are also observed in experimental
2D absorption/emission plots.19,20

In conclusion, we have investigated excited-state properties
of carbon nanotubes using reliable semiempirical quantum-
chemical techniques. Calculated typical exciton-phonon
couplings correspond to the Huang-Rhys factors of about
0.03 and 0.1 for RBM and G-mode ((7,6) tube), respec-
tively.38 This places carbon nanotubes in a regime of a weak
exciton-phonon coupling strength compared to many mo-
lecular materials such as conjugated polymers, where the
Huang-Rhys parameters are close to one.36 In contrast, the
CNT vibrational couplings are far exceeding those observed
in typical solid-state materials, and are substantial for
material’s photophysical properties. Significant electronic
correlation effects and electron-phonon coupling are found
to dominate photoinduced processes, which is similar to other
quasi-1D electronic systems.26,27,29Vibrational relaxation in
the excited state leads to exciton self-trapping on about 8
nm length scale, demonstrating that, in terms of “energy
minimization”, it is more preferable to form a local lattice
distortion (self-trapped exciton) rather than a uniform bond
alternation (Peierls dimerization) observed in the ground
state. Inhomogeneous dielectric environment (solvent and
intertube interactions) should facilitate this localization even
further. The photoinduced dynamics in CNT materials may
also be strongly affected by “dark” excitonic states,13 which
have about the same vibrational coupling and reorganization
energies and nearly isoenergetic to the allowed “bright” EX1
state. These effects intensify with increase of the tube
diameter, reflecting enhanced mobility ofπ electronic
systems. However, their subsequent reduction is expected
due to smallerπ-σ mixing and vanishing Peierls dimeriza-
tion in superwide CNTs.1 Even stronger vibrational and
carrier trapping effects are expected in the charge transport.
Observed interplay between coupled electronic and vibra-
tional degrees of freedom and curvature directly influences
the photophysical properties of carbon nanotube materials
and needs to be accounted for when designing specific light-
driven nanotechnological applications based on CNTs.

The Austin model 1 (AM1) Hamiltonian39 and the ESMD
computational package36 were used for all calculations
presented in this letter. The ESMD approach calculates the
excited-state potential energy asEe(q) ) Eg(q) + Ω(q) in
the space of nuclear coordinatesq, which span the entire
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(3N - 6) dimensional space,N being the total number of
atoms in the molecule. HereΩ(q) is an electronic transition
frequency of the photoexcited molecule. The program uses
analytic derivatives ofEe(q) with respect to each nuclear
coordinateqi to calculate forces on the fly and subsequently
to step along the excited-state hypersurface using these
gradients. A standard Verlet molecular dynamics algorithm
has been used for propagation of the Newtonian equations
of motion. All computations start from the optimal molecular
geometry, where the potential energyEg(q) is minimal. If
no dissipative processes are included, the total molecular
energyEe(q) is conserved. Inclusion of an artificial dissipative
force into the ESMD equations of motion allows determi-
nation of the minimum of the excited-state potential energy
surfaceEe(q), corresponding to the relaxed geometry.

Unsaturated chemical bonds in the initial nanotube ge-
ometries shown at the CNT ends have been capped with
hydrogen atoms to remove a midgap state caused by dangling
bonds (Figure 1). Ground-state optimal geometries and
respective sets of vibrational normal modes of all molecules
(Figure 1) are calculated using the MOPAC 2002 package.40

Alternatively, geometry optimizations are conducted in the
infinite molecules by imposing one-dimensional periodic
boundary conditions. Both approaches result in the nearly
identical optimal geometries in the bulk of the tube (1-2
nm away from the tube ends). Subsequently discussed Peierls
distortion effects are not artifacts introduced by the tube
ends.41 The ESMD approach was next applied to optimize
the geometry of the first optically allowed excited state in
the space of all vibrational coordinatesq. We note that
excited-state geometry optimization rearrange carbon atoms
in the middle of the tube (see Figure 2D), consequently, the
tube ends are not affecting the excited-state dynamics as well.

Optimized ground- and excited-state geometries are further
used to calculate excited-state electronic structures, which
are related to the absorption and emission processes,
respectively. These calculations characterize each excited-
state via the vertical excitation energy, oscillator strength,
and electronic transition density matrix (or electronic normal
mode). The latter bears important information on the changes
in the molecular density and coherences induced upon optical
excitation. This can be visualized using a two-dimensional
real-space representation (Figure 3). The diagonal elements
(êν)nn of the matrices describe the net charge induced at the
nth atom by the external field. The off-diagonal elements
(êν)mn with m * n represent the joint probability amplitude
of finding an electron and a hole located at themth andnth
atoms, respectively.27 Thus, the transition density matrices
show the spatial extent of electronic transitions with optically
induced charges and electronic coherences.

The ground- and excited-state optimal geometries and
vibrational normal modes of the ground state were further
used to calculate line-shapes of fluorescence spectra of the
(7,6) CNT shown in Figure 2E. This can be readily achieved
within the Condon approximation for displaced multidimen-
sional harmonic oscillators. The vibrational overlap integrals
|〈0|νn〉|2 ) e-S

nSn
ν/ν! (Franck-Condon factors), govern the

probability of emission from transition between the vibra-

tional level 0 in the lowest excited state and a vibrational
level n in the ground state. These quantities, in turn, depend
on the dimensionless displacements∆n of each normal mode
with Huang-Rhys factors,Sn ) ∆n

2/2. The fluorescence
band shape as a function of the frequencyω is determined
by the imaginary part of the polarizability27,36

whereµ is the electronic transition dipole moment between
the excited and ground states,Ω(0) is the associated 0-0
transition energy, theωn’s are the vibrational frequencies,
theνn’s are the number of quanta of the participating normal
modes, andΓ is an empirical parameter setting the spectral
line widths. We choose the line width to be 0.01 eV to allow
fine resolution and analysis in terms of the contributing
vibrational states.
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