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ABSTRACT: Thermodynamic conditions governing the charge transfer
direction in CdSe quantum dots (QD) functionalized by either Ru(II)-
trisbipyridine or black dye are studied using density functional theory (DFT)
and time-dependent DFT (TDDFT). Compared to the energy offsets of the
isolated QD and the dye, QD−dye interactions strongly stabilize dye orbitals with
respect to the QD states, while the surface chemistry of the QD has a minor
effect on the energy offsets. In all considered QD/dye composites, the dyes
always introduce unoccupied states close to the edge of the conduction band and
control the electron transfer. Negatively charged ligands and less polar solvents
significantly destabilize the dye’s occupied orbitals shifting them toward the very
edge of the valence band, thus, providing favorite conditions for the hole transfer.
Overall, variations in the dye’s ligands and solvent polarity can progressively
adjust the electronic structure of QD/dye composites to modify conditions for the directed charge transfer.

SECTION: Molecular Structure, Quantum Chemistry, and General Theory

Efficient harvesting and conversion of solar energy to
electrical or chemical energy relies on the charge

separation process that prevents carrier recombination prior
to their extraction to contacts. Application of molecular
adsorbents forms the interface between two different media,
one acting as an electron donor, and another as an acceptor. As
such, this interface facilitates a quick separation of the
photogenerated carriers before carrier annihilation or energy
dissipation takes place, while not requiring high-quality
materials as in conventional Si-based solar cells.1,2 This concept
was first realized in the dye-sensitized solar cells, so-called
Graẗzel cells.3−5In these devices, a molecular dyetypically a
chemical derivative of ruthenium(II) polybipyridine (Ru(II)-
bpy)is used as a sensitizer that absorbs visible light and then
injects electrons into the large-bandgap semiconductor TiO2.
Another working scenario suggests a substitution of the TiO2

semiconductor by nanocomposites, e.g., arrays of semi-
conductor quantum dots (QDs), acting as acceptors of
electrons from photoexcited dyes.1,6 In this case, the prospect
of having the ability to fabricate ultrathin, light, and flexible
nanomaterials, as well as taking advantage of the size-tunable
electronic properties of QDs, could be beneficial for the
optimization of the work functions of devices,7 making the QD-
based dye-sensitized solar cells more attractive than Graẗzel
cells based on bulk semiconductors.

Ruthenium(II) polypyridine complexes and tris(2,2′-bipyr-
idine) Ru(II) ([Ru(bpy)3]

2+), in particular, are commonly used
in these photovoltaic applications because of their unique
combination of chemical stability, strong visible absorption,
excited-state reactivity, and redox properties responsible for
charge transfer.8 These properties also allow for the use of the
semiconductor−Ru(II)-complex assemblies as a photo-oxidiz-
ing agent. In particular, Meyer and co-workers9 have
demonstrated that in appropriately modified Ru(II) complexes,
the oxidizing equivalents stored in the complex following the
electron injection into TiO2 can be used to drive chemical
processes such as catalytic oxidation of organic substrates. An
alternative approach for possible usage of Ru(II) complexes as
photo-oxidizers has been proposed based on assemblies of
Ru(II)bpy complexes and CdSe QDs.10 In these nano-
assemblies, the QD rather than the complex is suggested to
function as a light-harvesting and charge generating compo-
nent, offering better photostability and size-tunable absorption.
A similar idea of using QDs as a sensitizer substituting for

molecular dyes has been recently realized for semiconductor-
sensitized solar cells.7 Just as in the QD-based photocatalytic
agents, utilization of QDs in solar cells promises higher

Received: September 25, 2014
Accepted: September 30, 2014
Published: September 30, 2014

Letter

pubs.acs.org/JPCL

© 2014 American Chemical Society 3565 dx.doi.org/10.1021/jz502017u | J. Phys. Chem. Lett. 2014, 5, 3565−3576

pubs.acs.org/JPCL


photostability and more efficient light absorption that can be
tuned over a broad wavelength range. Additionally, the ability
to generate multiple excited electron−hole pairs from a single
photon, so-called carrier multiplication,11 promises significantly
improved performance of photovoltaic devices.12,13 However,
despite these potential advantages, power conversion efficien-
cies of QD-sensitized solar cells so far do not exceed 5%. Such
relatively low performance is attributed to very rapid carrier
recombination processes in these materials.14 To slow down
electron−hole recombination, one can introduce structural
modifications that will facilitate the hole transfer from the QD-
sensitizer. For example, Ru(II)-polypyridyl (N719) and Ru(II)-
terpyridine (the black dye) have been shown to act as electron
donors15,16 by activating the hole transfer from the photo-
excited QD to the dye. This prevents the electron−hole
recombination between the transferred electron at the TiO2
surface and the trapped hole in the QD.15,16 Overall, QD-dye
assemblies have a great promise to serve as an important
element for both solar-to-electrical and solar-to-chemical
energy conversion. In both types of applications, conditions
and mechanisms of the charge transfer from the photoexcited
QD to the dye or backward play a crucial role in the device
performance.
While demonstrations of efficient devices have not yet been

reported, considerable amounts of effort are now centered on
proof-of-concept studies with the main focus on understanding
the mechanisms of charge transfer and its competing processes.
The latter include electron−hole recombination and energy
transfer (i.e., when the electron−hole pair is transferred
simultaneously). Different organic and metal−organic dyes
have been experimentally studied as functional groups for
CdSe,10,16−19 PbS,20,21 and ZnO6 QDs to facilitate various
charge transfer processes in these composites. It was shown
that the transfer of the photoexcited hole from the QD to the
dye, as well as the photoexcited electron from the dye to the
QD, depends on the QD size,10 chemical composition,6 the
complex type19 and its interaction with the QD surface.17,22

Because the mechanisms and kinetics of charge and energy
transfer and electron−hole recombination in these nano-
composites are extremely sensitive to the complicated surface
chemistry of QDs, a fundamental understanding of these
competitive processes is still incomplete. Experimentally, this
task is difficult to address: typically electronic states associated
with surface defects, impurities and QD-dye interactions are
optically forbidden and cannot be probed by conventional
spectroscopic means. Moreover, strongly overlapping absorp-
tion peaks of different molecular components greatly
complicate identification of photoinduced carrier transport
properties. It was experimentally observed that over 10 dye
molecules can be adsorbed on a single QD.23 This makes the
system even more complex in terms of QD−dye interactions, as
well as assembly light interactions. Overall, it is well understood
that a delicate interplay between processes taking place at the
QD surface controls the efficiency of light conversion to
electrical or chemical energy in QD-based devices. As such,
understanding the surface chemistry of QDs, in general, and to
what extent we can control the photophysics of QDs by
chemical functionalization, in particular, is an important
prerequisite for optimization of materials for energy conversion
applications.
Here, we theoretically elucidate the effect of different ligands

in the Ru(II)-complexes on the relative alignments of the
energy levels associated with the QD and the dye by

performing first-principle, atomistic calculations such as density
functional theory (DFT) and time dependent DFT (TDDFT).
The energetic alignment between the donor and acceptor states
provides insights in thermodynamic conditions and, thus,
possible direction of the charge transfer in these complexes. As
such, our DFT simulations of the geometries, electronic
structures, and optical responses of model CdSe QDs
functionalized by Ru(II) trisbipyridine and the black dye,
illustrated in Figure 1, allows us to elucidate the charge transfer
trends in these systems as a function of Ru-complex ligand.

Computational modeling based on DFT and TDDFT has
already been shown as a reliable tool in studies of interactions
between QDs and various molecules adsorbed on the QD
surface,24−28 providing important insights on the role of surface
ligands in radiative29−31 and nonradiative32,33 photoexcited
processes of CdSe QDs. Our previous joint experimental and
DFT studies34 have determined the mechanism of attachment
of Ru(II)bpy to the CdSe QD surface, elucidating the exclusive
attachment of the complex to the Cd sites of the QD surface via
a bridging geometry, with the carboxylic anchoring group on

Figure 1. Structures of the systems we studied. Top left panel shows
the optimized geometries of the magic size Cd33Se33 and Cd111Se111
QDs. Left bottom panels present optimized geometries of the
Cd33Se33 functionalized by the Ru(II)−polybipyridine complexes
with one (QD/1a) and two (QD/2a) carboxylate groups in the
absence and in the presence (QD/(1a+20 OPMe3)) of passivating
ligands, trimethyl-phosphine oxide (OPMe3). On the right, top two
panels schematically represent the chemical structure of the Ru(II)−
polybipiridine (protonated 2 and deprotonated 2a) and the black dye
(BD). Bottom right panels show the Cd33Se33 functionalized by the
black dye attached via the carboxylate (QD/BD-c) and isothiocyanate
(QD/BD-t) groups.
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the bipyridines being deprotonated in the process. Our very
recent calculations26 have revealed, however, that independent
of the complex attachment and the type and size of the QD
(PbSe or ZnO of 1 or 2 nm in size), the Ru(II)bpy complex
introduces unoccupied orbitals near the band gap of the QD,
while the occupied orbitals localized on the Ru(II) ion are
located deep inside the QD’s valence band. Such energy
alignment of the complex and QD orbitals makes the hole
transfer from the photoexcited QD to the complex energetically
unfavorable.
In this Letter, we show that QD−dye interactions strongly

stabilize dye electronic orbitals with respect to the QD states,
compared to the energy offsets of the isolated QD and the dye.
A negative charge on the ligands coordinated with the metal
ion, like a thiocyanate ligand in the black dye, results in a shift
of the orbitals originated from the complex toward the very
edge of the valence band of the CdSe QD, and makes the hole
transfer more favorable. In addition, our calculations predict
that a polar solvent can be used to tune the mutual alignment of
the dye’s and QD’s orbitals in order to improve efficiency of the
charge transfer. Thus, these results potentially facilitate rational
design of organometallic dyes to better control the dye−QD
interactions and, consequently, the photophysics of QDs via
chemical functionalization.
Description of Systems. We start with the construction of

roughly spherical, “magic” size Cd33Se33 and Cd111Se111 clusters
(Figure 1) with the wurtzite crystal symmetry and diameters of
about 1.5 and 2.2 nm, respectively, in accordance to the
procedure reported in the literature.27−29,35 The Cd33Se33
“magic” structure has been experimentally shown to be stable,36

while it is the smallest cluster that supports a crystalline-like
core of the QD.37 Our larger Cd111Se111 model is even closer to
the typical size of QDs in experimental samples. In fact,
colloidal CdSe QDs with the average grain diameter of 1.84−
2.27 nm, which have an efficient light emission at the
wavelength of 500−560 nm, were recently synthesized and
investigated.38

Experimental studies have demonstrated that the surface
passivating layer of CdSe QDs can be effectively functionalized
with Ru(II) polypyridine complexes, such as Ru(II)bpy10,34 and
the black dye.15,16 In these molecules, addition of one or several
carboxyl groups at the ligand sites provides at the ligand sites
provide chemical bonding of the complex to the QD surface.
Therefore, here we focus on two different types of Ru(II)
complexes. One molecule includes only 2,2′-bipyridine ligands
(bpy) functionalized by one (complex 1) and two (complex 2)
carboxylic acid and methyl groups (mcb) in their completely
deprotonated (1a and 2a) or protonated (1 and 2) forms,
similar to those experimentally studied in refs 10 and 34. We
also model similar Ru(II)bpy complexes with three (complex
3a) and four (complex 4a) deprotonated carboxylic acid
groups, as illustrated in Figure S1 in the Supporting
Information. The second type is the black dye (BD) studied
in refs 15 and 16, where the Ru(II) ion is coordinated by three
isothiocyanate ligands (SCN−) and the 2,2′:6′,2″-terpyridine
(tpy) is functionalized by three carboxyl groups, as illustrated in
Figure 1. In addition, we simulate modified versions of the BD
in which the isothiocyanates are substituted by Cl− or CO
ligands to consider the effect of negatively charged versus
neutral ligands on the electronic properties of the QD−dye
composites.
The carboxylate linker anchors complexes 1 and 2 to one of

the Cd atoms on the QD surfaces via the monodentate

attachment (Figure S2 in the Supporting Information). For the
deprotonated complexes, the initial attachment is chosen to be
the bridging mode, when each oxygen of the carboxylate group
is bound to the metal sites of the QD surface (QD/1a and
QD/2a in Figure 1). This attachment has been found to be the
most energetically favorable for CdSe-Ru(II)bpy compo-
sites.26,34 For the BD, we consider two possible attachments:
similar attachment to complexes 1a and 2a via the
deprotonated carboxylate group in its bridging mode (BD-c,
Figure 1) and the anchoring via the thiocyanate group (QD/
BD-t, Figure 1). Protonated complexes 1 and 2 hold a +2
charge due to the Ru(II) ion. Because of negatively charged
carboxylate groups, the complex 1a has a +1 charge, while the
complex 2a is neutral. In contrast, the black dye is negatively
charged having −1 and −2 charges in its BD-t and BD-c forms,
respectively, due to the SCN− groups and deprotonated
carboxylate linker.
All complexes are attached to the most chemically reactive

surface {1111} (here called the A surface) of the Cd33Se33 QD,
where all surface cadmiums are 2-coordinated, as discussed in
our previous reports.27,29,34 Nonetheless, bridging attachments
of the complex 1a at the different surfaces of the Cd33Se33
cluster (A, B, and D, as illustrated in Figure S2 in the
Supporting Information) have been also considered. While
multiple Ru(II) polypyridine complexes can be adsorbed on a
single QD,23 here we have to reduce our model to one
adsorbed dye molecule on the QD surface to manage the
computational cost. Thus, interdye interactions that are
possibly present in the real systems are not taken into account
in our models. However, our calculations allow us to include
the effect of small capping ligands typically present at the QD
surface. For this, we have fully passivated the surface of the
Cd33Se33 cluster by trimethylphosphine oxide (OPMe3)
molecules, which are known as a reasonable reduced model39

for trioctylphosphine oxide (TOPO) ligands commonly used
with colloidal CdSe QDs. While the question of the Ru(II)
complex binding to the QD surface has been already
investigated in detail,23,26,34 here we focus on the role that a
specific ligand coordinated with a Ru(II) ion in the dye plays
on the electronic structure and optical properties of the QD/
dye composites.
All QD-complex composites together with isolated pristine

QDs and Ru(II) complexes are optimized to their lowest-
energy configurations at the DFT level of theory in vacuum
using the long-range corrected functional CAM-B3LYP, as
implemented in the Gaussian-0940 software package. We utilize
the LANL2DZ/6-31G* mixed basis set, where the LANL2DZ
basis set is applied to heavy Ru, Cd, and Se atoms and the 6-
31G* all-electron basis set is assigned to the rest of the atoms
of the ligands. According to our previous investigations, this
combination of functional and basis set provides a reasonable
description of the structures and QD−ligand binding
energies.27,41 Overall, the increase in the basis set and inclusion
of polarization functions have a minor effect on the electronic
structure of composites. We have compared the performance of
the LANL2DZ/6-31G* basis set (used in the paper for all
compounds) with the more extended Def2TZVP basis set, and
found an insignificant effect of the increased basis set on both
ground state and excited state properties of the complex 1a, as
well as on those of the QD/1a composite. In our previous
reports,27 we have also investigated the effect of the basis set
with and without polarization functions on the CdSe QDs
passivated by ligands. No significant effect was observed on the
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electronic and optical properties of the systems, except for the
absolute values of the ligand-QD binding energies.
Incorporation of long-rage corrections to the hybrid

functional is important for a more appropriate treatment of
electronic states with possible charge transfer character, which
are typical in metal−organic complexes.42,43 For example,
utilization of the CAM-B3LYP functional results in a decreased
number of lower-energy dark states in PbSe and ZnO QDs
functionalized by Ru(II)bpy, due to eliminating the well-known
problem of “artificial” charge transfer states.26 On the other
hand, long-range corrected functionals are known for their
overcorrecting nature of the exciton interactions resulting in
optical transition energies of QDs systematically blue-shifted
compared to the reference.44 It is known that the portion of the
Hartree−Fock (HF) exchange used in the functional changes
the gap: the larger the HF portion, the larger the gap. In other
words, tuning the HF portion in the functional, one can adjust
the calculated gaps to the experimental ones. Despite a blue
shift in the energy due to high portion of the HF exchange,
CAM-B3LYP functional has been shown26 to provide
qualitatively similar results to hybrid functionals such as
PBE0 and B3LYP, which are able to accurately describe optical
gaps of individual CdSe QDs28,31,44 and Ru(II)bpy com-
plexes.42,43 For comparison, we have calculated the electronic
structure and optical spectra with the B3LYP functional, as well.
Using geometries optimized in vacuum, the electronic

structures of all systems studied were calculated in chloroform,
benzonitrile, and acetonitrile to elucidate the effect of the
solvent polarity. Solvent effects were simulated by embedding
the molecule in a polarizable continuum medium (CPCM)
with an appropriate dielectric constant using the CPCM
reaction field model.45 The absorption spectra of all systems
were calculated using the linear response TDDFT method with
the same functional and basis set as used for geometry
optimization. Up to 200 singlet states were calculated to model
spectra shapes within the energy range of ∼1.5 eV. Gaussian
spectral line broadening with an empirical 15 meV width was
used to match typical absorption line-shapes observed in
experiments.10,42

Mutual Energy Alignment of Dye and QD States. Figure 2
shows the projected density of states (PDOS) and, thus,
identifies single-electron Kohn−Sham orbitals, which contrib-
ute to a specific energy range, as either QD or complex
associated states. The unoccupied states belonging to the dyes
appear near the edge of the conduction band (CB)
independent of the complex, its attachment, its protonated
state, or the presence of OPMe3 ligands. These states are
mainly localized on the bpy or tpy ligands of the Ru(II)
complexes. The 3-D view of these orbitals, shown in Figure 3,
confirms their strongly dye-localized nature with negligible
traces of orbitals leaking to the QD surface, which explains their
weak response to changes in the surface or the anchoring
groups. The OPMe3 ligands are found to introduce their
electronic states deep inside the conduction and valence (VB)
bands of the QD, as marked by the gray line in Figure 2(d).
This implies that passivating ligands cause barely any
perturbation of the frontier orbitals at the CB edge, as well
as at the VB edge.
The occupied orbitals associated with the complex are,

however, strongly affected by the type of ligands in the
complex. In fact, in complexes 1 and 2, the dye’s occupied
orbitals, mostly localized on the Ru(II) ion with a small
hybridization over bpy ligands, appear deep inside the VB,

while the edge of the VB is dominated by the QD’s states. The
protonation of the anchoring carboxyl group and a full coverage
of the QD surface by OPMe3 ligands insignificantly changes the
relative position of the dye’s orbitals versus the QD’s states:
they stay deep inside the VB of the QD. Such insensitivity
originates from a predominantly localized character of Ru(II)
orbitals, which have negligible contributions from the
carboxylate or the QD atoms, as illustrated in Figure 3, right
panel. It is important to note that similar trends in energy
alignment of the orbitals of Ru(II)bpy complexes versus the
QD’s orbitals have been computationally predicted for PbSe
and ZnO QDs,26 demonstrating that the alignment of
electronic states is only slightly affected by the chemical
composition of the QDs, which does not change the qualitative
trends.
When the bipyridine ligands are substituted by the

isothiocyanate ligands, the occupied orbitals of BD originating
from the Ru(II) possess a significant hybridization between the
SCN ligands and anchoring carboxyl group, as seen in Figure 3,
left panel. As a result, the BD orbitals are shifted to the very
edge of the VB of the QD, Figure 2e,f. Attachment of the BD to
the QD surface via the sulfur in the thiocyanate ligand slightly
shifts the Ru(II) orbital by ∼0.2 eV toward the VB, pointing to
a sensitivity of these states to the dye-QD interactions. Note

Figure 2. PDOS of the Cd33Se33 QD functionalized by derivatives of
Ru(II)-bipyridines (a−d) and the black dye (e−f). Calculations are
done by CAM-B3LYP functional in chloroform. Zero energy is chosen
at the middle of the HOMO−LUMO gap for all systems. The PDOS
represents the contributions from the QD’s surface (red) and core
(dashed magenta) atoms, the Ru(II) ion (blue), the bipyridine (bpy)
and terpyridine (tpy) ligands (cyan), the carboxylate (COO) groups
(green for nonanchoring and teal for anchoring), thiocyanate groups
(orange), and the passivating ligands OPMe3 (gray). The orbitals near
the edge of the CB originate from the complex orbitals, independent
of the complex. Orbitals associated with Ru(II) ion are deep inside in
the VB of the QD functionalized by the Ru(II)-bipyridines, but are at
the edge of the QD’s VB for the black dye functionalization.
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that the calculated QD-dye binding energy is stronger for BD-c
with a carboxyl linker (−0.18 eV) than for BD-t attached to the
QD via the SCN ligand (−0.12 eV), predicting a dominant
adsorption of the dye via the carboxyl group. However, even if
the less favorable attachment of the BD-t happens via the
thiocyanate group, the occupied orbitals of the black dye are
closer to the VB edge than the orbitals of Ru(II)bpy complexes.
As such, the thiocyanate ligands are responsible for aligning the
dye’s occupied orbitals at the edge of the VB of the QD.
Negatively charged thiocyanate ligands destabilize the highest
occupied molecular orbital (HOMO) of the complex, lifting it
closer or even above the VB edge of the QD.
To better understand the effect of the dye’s ligand on the

mutual alignment of the molecule’s versus the QD’s electronic
levels, first we investigate the role of the charge on the
peripheral groups, carboxylates, which are not directly involved
in the coordination with Ru(II) ion. For this, one (1a), two
(2a), three (3a), and four (4a) deprotonated carboxylic acid
groups are added to bipyridine ligands in the Ry(II)bpy
complex, resulting in a total charge of +1, 0, −1, and −2,
respectively. The chemical structures of all four modified
Ru(II)bpy complexes are shown in Figure S1 in the Supporting
Information. Independent of the number of the carboxylate
groups and the total charge of the complex, the lowest-energy
occupied orbitals of the Ru(II)−polypyridine stay inside the VB
of the QD, while the dye’s unoccupied orbitals contribute to
the QD’s band gap close to the CB edge, when calculated in a
polar solvent like benzonitrile (Figure S1, right panel).
The key role of the isothiocyanate ligands on the

destabilization of the dye’s occupied orbitals is confirmed by
the trend in mutual shifts of the QD- and dye-originated states
in solvents of different polarities, as shown in Figure 4. For both

BD-c and 1a complexes adsorbed on the Cd33Se33, a polar
solvent significantly shifts the dye-associated orbitals with
respect to the QD’s states. However, in the complex 1a with
bpy ligands, the polar solvent shifts the orbitals of the complex
to higher energies, while orbitals of BD-c with SCN ligands are
shifted toward lower energies. In fact, the occupied orbitals of
BD-c are nearly at the midgap of the QD when the system is
calculated in vacuum, while they move away from the gap,
deeper into the VB with increasing solvent polarity (from
chloroform to benzonitrile; Figure 4, left panel). Accordingly,
the unoccupied states associated with tpy ligands are shifted in
the CB toward its edge, when the QD/BD is calculated in
benzonitrile. For complex 1a, this trend is reversed. This
reverse shift of the dye’s orbitals for QD/Ru(II)bpy versus
QD/BD originates from an opposite charge on the complexes:
+1 for the complex 1a and −2 for BD-c. In fact, similar to the
QD/BD, the composites with 3a and 4a complexes having −1
and −2 charge due to additional deprotonated carboxylate
groups demonstrate a slight shift of the dye’s occupied orbitals
further away from the edge of the VB with increases in the
solvent polarity, while the dye’s unoccupied orbitals move
inside the QD’s gap. This confirms that the sign of the total
charge of the dye is the key factor governing the trend of
stabilization or destabilization of the dye’s orbitals in polar
media.
The energy gap of the QD is also affected by solvent,

increasing by about 0.3−0.5 eV with the solvent polarity, which

Figure 3. Representative molecular orbitals (MOs) of Cd33Se33 QD
functionalized by the complex 1a (right panels) and the black dye (left
panels). Calculations are done by CAM-B3LYP functional in
chloroform.

Figure 4. Dependence of the PDOS of Cd33Se33 functionalized by the
complex 1a (left panels a−c) and the black dye (right panels d−f) on
the solvent polariry. PDOS is calculated by CAM-B3LYP functional in
vacuum (a and d), chloroform (b and e) and benzonitrile (c and f).
The line colors corresponding to contributions of different parts of
systems are kept the same as in Figure 2. Zero energy is chosen at the
middle of the HOMO−LUMO gap for all systems.
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agrees with previous computational reports.26,28 A polar solvent
stabilizes the surface states of the QD, while negligibly
impacting the states localized at the inner (core) part of the
QD. This increases the energy gap of the QD, since its HOMO
and, especially, its lowest unoccupied molecular orbital
(LUMO) have a lot of surface character, as seen in Figure 2.
However, the complex’s orbitals are much more strongly
affected by solvent than the QD’s states due to the larger
electrostatic dipole moment of the complexes, compared to the
QD. Therefore, a polar solvent has a stronger effect on the
complex’s states than the QD’s states, resulting in either
stronger destabilization of electronic levels of the Ru(II)bpy
complexes with a positive charge or stronger stabilization of
states associated with the black dye holding a negative charge.
Thus, our calculations suggest that solvents with different
polarities can be used to tune a mutual alignment of the dye’s
versus the QD’s orbitals.
Despite the fact the negative charge on the dye helps to align

the dye’s orbitals closer to the band gap of the QD in nonpolar
or weakly polar solvents, the Ru-associated orbitals in the 3a
and 4a dyes are further away from the edge of the VB in the
case of QDs functionalized by Ru(II)bpy than in QD/BD
composites, when calculated in chloroform. In addition,
complete deprotonation of carboxylic groups might not take
place in experimental samples, if pH is not controlled. As such,
the negatively charged peripheral groups do not destabilize the
dye’s occupied orbitals as efficiently as the isothiocyanates,
which are directly coordinated with the Ru(II) ion. To
elucidate the role of the negative charge on the ligands
coordinating the Ru(II) ion, we have modeled two derivatives
of the BD with isothiocyanate groups substituted by Cl−,
[Ru(cpt)(Cl)3]

−1, and by CO, [Ru(cpt)(CO)3]
+2, as depicted

in Figure 5. The effect of the Cl− ligands is very similar to the
SCN− groups: the occupied orbitals originating from these
ligands are destabilized and shifted up to the edge of the QD’s
VB. The multiple bonds of the SCN− ligands seem to play an
insignificant role in the orbital destabilization: the complex with
the Cl− ligands, which do not have any triple or double bonds,
results in a similar destabilization as the BD with SCN− ligands.
In contrast, neutral CO groups, with stronger electron
withdrawing character than the Cl− group, greatly stabilize
the Ru-ion orbital and shift it even deeper into the VB of the
QD, as compared to the QD functionalized by 1 or 2
complexes in chloroform. Consequently, it is the negative
charge of the coordinating ligand that controls the destabiliza-
tion of the dye’s occupied orbitals in the QD/dye composites.
We note that calculations presented in Figure 5 and in Figure

S1 in the Supporting Information are obtained by the B3LYP
functional, while our other calculations utilize CAM-B3LYP
functional. Comparison of data for the QD/BD in Figure 4 and
Figure 5 together with data for QD/1a and QD/2a depicted in
Figure 2 and Figure S1 demonstrate that both functionals
provide similar shapes for the projected DOS and qualitatively
identical behavior of the electronic structure of the composites.
However, CAM-B3LYP strongly overestimates the energy gaps
of both the dye and the QD, due to a larger portion of HF
exchange in the functional.44 In contrast, B3LYP provides more
reasonable gap estimates of about 3 eV for the Cd33Se33 and 2.5
eV for Ru(II)bpy dyes, which are in better agreement with
available experimental data.42,28,31,46 As such, the overall trend
in relative energy alignments of QD’s and dye’s states is
consistent, independent of the functional, although the absolute
values of energies are off. Therefore, we can conclude that the

qualitative picture of the electronic structure of QD/dye
composites is not changing with the functional. A similar
conclusion for QDs was discussed in refs 26 and 44.
Confinement of charge carriers in the QD is expected to

significantly affect the alignment of the dye’s versus the QD’s
orbitals as well. To elucidate the effect of the QD’s size, we
compare the DOS of the large Cd111Se111 with the small
Cd33Se33 clusters in vacuum and in the benzonitrile solvent, as
depicted in Figure 6. As expected, an increase in the QD size
from 1.5 to 2.2 nm leads to a smaller band gap. However, the
confinement affects the CB more than the VB of the QDs.
Thus, the VB edges have nearly equal energies in both small
and large CdSe QDs, while the edge of the CB is red-shifted by
about 2 eV in vacuum and 1.5 eV in solvent for the Cd111Se111.
Such a difference in the VB and CB behavior originates from
heavier holes, with the effective mass 4 times that of electrons
in CdSe. Therefore, the VB edge is less sensitive to the
confinement, compared to the edge of the CB. As such, it is
reasonable to assume that, in the dye-functionalized QDs of a
larger diameter, the occupied states associated with the dye are
likely to stay at about the same position with respect to the VB
as they are in smaller CdSe clusters. In contrast, the unoccupied
orbitals of the dye likely occur deeper inside the CB of the QDs
with diameters larger than 2 nm.

Figure 5. PDOS of Cd33Se33 functionalized by the BD (a) and its two
derivatives where SCN− are substituted by Cl− (b) and CO (c)
ligands. Left column depicts the schematic structures of complexes.
PDOS is calculated by B3LYP functional in chloroform. B3LYP
functional decreases the energy gaps, while the overall shape and
structure of the PDOS stays the same as in CAM-B3LYP calculations.
Neutral electron withdrawing CO groups strongly stabilize the dye’s
orbitals, while negatively charged Cl− and SCN− ligands destabilize the
dye’s orbitals shifting their occupied levels to the edge of the QD’s
valence band.
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Band Of fsets: Role of QD−Dye Interactions. Experimentally it
is challenging to directly determine the energy differences
between HOMO of the dye and the QD in QD/dye
composites. Therefore, these energy offsets are usually
estimated from the electrochemical measurements of the
isolated metal complexes and the QDs. The electrochemical
measurements of [Ru(II)(bpy)]+2 complex show an oxidation
potential value of 1.26 V versus normal hydrogen electrode
(NHE) in acetonitrile.47 For many related complexes, the
oxidation potential is estimated at the range of 0.69−1.77 V
depending on the substituted ligands and experimental
conditions.48,49 The oxidation potentials for the CdSe QDs
estimated from electrochemical and optical studies vary from
1.0 to 2.0 V vs NHE, depending on surface passivation, extent
of traps, and even measurement conditions.50 As such, by
roughly judging from the measurements of the isolated
components, the HOMO energy difference between the dye
1a and the CdSe QD lays in the range from 1.2 to −0.2 eV,
where the negative sign implies that the dye’s HOMO is higher
in energy than the HOMO of the QD.
Similarly, computational determination of the band offsets is

a subject of many uncertainties, given the differences between
the model used in the calculation and the actual experimental
conditions. In the experiment, the QDs used are substantially

larger than those used in the calculations. Additionally, the
calculations are conducted at zero temperature and by
approximating the solvent as a dielectric continuum, while
the experiments have been performed under ambient
conditions. However, since our calculations suggest that the
VB edge of CdSe is not very sensitive to the size of the QD, the
size difference in the QDs between calculations and experi-
ments should not be of major consequence for determining the
HOMO offsets. Thermal fluctuations could also affect the
results; however, our calculations were performed at the
equilibrium geometry, and most fluctuations should occur
around this geometry leading to an averaging out of the
fluctuation effects. Lack of explicit solvent molecules in the
calculations could also affect the quality of our results. For the
properties in which we are interested, however, the dominating
contribution from the solvent should be from electrostatics
rather than, for instance, hydrogen bonding. Since the absolute
values of the electronic energies are not accurate reference
values, we have chosen the lowest energy of a core 1s electron
of the carbon from the methane group in the dye 1a and in the
phosphine oxide ligands passivating the Cd33Se33 surface as the
reference point for both isolated systems. For the non-
interacting dye and the QD, the calculated energy difference
between their HOMOs varies from 0.03 to 0.5 eV depending
on a solvent (see Table 1), which is in a reasonable agreement
with the experimental values discusses above (ranging from
−0.2 to 1.2 eV). This demonstrates an acceptable qualitative
validity of used methodology despite all approximations.
Compared to the Cd33Se33/1a case, calculations of the isolated
black dye and the Cd33Se33 cluster show the offset occupied
energies to be negative, i.e., the BD’s HOMO is by ∼4.5 eV
higher than the HOMO of the QD, which slightly increases for
less polar solvents like chloroform, as shown in Table 1.
Having established the consistency between experimental

and calculated values for band offsets for individual
components, we further notice that the calculated difference
between the HOMO associated with Cd33Se33 and 1a (or BD)
in the interacting QD/1a (or QD/BD) complex substantially
changes when compared to noninteracting case as summarized
in Table 1. Specifically, as shown in Figures 2, S1, and Table 1,
the HOMO predominantly originating from the 1a molecule is
more negative by about 1.2 eV than the edge of the QD’s VB,
when calculated in chloroform and by 1.0 eV in benzonitrile.
Similarly, interactions between the QD and the dye
dramatically stabilize the dye’s HOMO to about 0.2 eV
below the QD’s HOMO in QD/BD composites in polar
solvents. Our observations suggest that electrostatic dipole−
dipole coupling (more generally Coulombic interaction of

Figure 6. Comparison of the DOS for two sizes of bare QDs in
vacuum (top) and benzonitrile solvent (bottom). Calculations are
done by CAM-B3LYP functional. The DOS confirms what is expected
from effective mass theory: As size increases, the band gap shrinks
mainly through the conduction band of light electrons, moving closer
in energy to the essentially static valence band formed by heavy holes.

Table 1. Difference between Energies of the Highest Occupied Orbitals of the Dye and the QD (ΔE = HOMOQD − HOMOdye)
in eV and the Dipole Moments (μ) in Debyea

QD-ligated/1a QD/BD

solvent ΔEnonint ΔEint μQD−nonint μdye−nonint μint ΔEnonint ΔEint μdye−nonint μint

chloroform 0.03 1.19 21.57 113.30 81.00 −4.55 −0.35 87.13 44.78
benzonitrile 0.46 1.01 22.53 114.98 82.03 −4.44 0.19 87.71 47.45
acetonitrile 0.47 1.00 22.61 115.10 82.09 −4.46 0.24 87.75 47.65

aTwo cases are compared: the non-interacting (ΔEnonint, μQD−nonint, and μdye−nonint) isolated and optimized complexes 1a, BD, and the Cd33Se33
passivated by OPMe3 ligands versus the interacting (ΔEint and μint) QD/dye composites of the ligated Cd33Se33 functionalized by 1a (QD-ligated/
1a) and by BD (QD/BD) dyes. For the QD/BD composite, the QD is not ligated by OPMe3. For each isolated systems, the energy of the HOMO is
taken with respect to the energy of the core 1s electron of the carbon in a methane group. All calculations are performed with B3LYP functional and
LANL2DZ(heavy atoms)/6-31G*(light atoms) basis set.
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inhomogeneous electronic densities) between the QD and the
dye are responsible for these stabilization of the dye’s orbitals
with respect to the QD’s VB edge. This effect is similar to the
energy reorganization in polar solvent, when the electrostatic
interactions between solvent molecules and a solute results may
lead to a significant stabilization of electronic levels of a system.
In our case, both the dye and the QD have strong dipole

moments, as recorded in Table 1. In fact, the calculated dipole
moment of the CdSe QD is about 22−23 D, increasing with the
solvent dielectric constant, which remarkably agrees with the
experimental values of dipole moments of CdSe colloidal QDs
measured as 25 and 47 D for 3 and 5 nm diameter
nanocrystals.51 The dipole moments of dyes is much higher.
However, in the interacting system, the total dipole moment of
the QD/dye composite becomes 1.5−2 times smaller than
those of the isolated dye. This signifies a redistribution of the
electronic density of the composite and results in stabilization
of dye’s orbitals. To decrease the dipole moment of the dye’s
part in the QD/dye composite, the electronic charge density
should shift toward the Ru(II) center, rather than to the linking
carboxylate group, leading to a more localized character of the
dye and QD associated orbitals in composites, despite relatively
strong dye-QD interactions. Overall, our results clearly
demonstrate the dominating role of the QD-dye interactions
on the mutual alignment of their electronic levels, resulting in
stabilization of the dye orbitals with respect to the QD’s VB
edge. Subsequently, the energy offsets in the composites does
not represent a simple difference of the isolated metal
complexes and the QDs, which should be accounted for in
experimental studies.
Indeed, the stabilization effect observed in our modeling is

qualitative given a limited number of configurations considered.
In the realistic systems these shifts are expected to depend on
the detailed structure of the nanocrystal, attachment of the dyes
with respect to the QD dipole moment direction, density of
surface dye coverage, and ligand surface chemistry. While
complex, this is expected to be an additional tunable parameter
for arranging a favorable energetics in the future studies.
Nonetheless, our calculations demonstrate that the attachment
of the complex 1a to different surfaces of the Cd33Se33 (A, B,
and D surfaces illustrated in Figure S2 in Supporting
Information) changes the HOMO offset energies by less than
0.1 eV, as depicted in Table 2. This small change in the energy
alignments between the dye’s and QD’s HOMO is accom-
panied by a change in the total dipole moment by 5−15 D,
depending on the interacting surface. Although the dependence
of the dipole moment on the dye attachment is noticeable, it is

much smaller than the change in the dipole moments
associated with the QD−dye interactions (compare data in
Tables 1 and 2), resulting in more significant changes in the
energy offsets (0.6−1 eV) due to the QD−dye interactions
than due to the adsorption of the dye to different QD’s
surfaces. The presence of the passivating ligands (Tables 1) also
changes the offset energies by less than 0.1 eV, as compared to
the case of the nonpassivated Cd33Se33 with the dye 1a attached
to the A surface shown in Tables 2. As such, the QD−dye
interaction is the dominant factor in stabilization of the dye’s
levels with respect to the QD’s states, while the surface
chemistry of the QDs only slightly adjusts the energy offset
values.
Thermodynamic Conditions for Charge Transfer. Overall, our

calculations of the electronic structure of the dye functionalized
Cd33Se33 suggest that the hole transfer from the photoexcited
QD to Ru(II)bpy complexes with neutral ligands is
thermodynamically unfavorable, since the QD associated states
are higher in energy than the states associated with the
Ru(II)bpy dye, as schematically illustrated in Figure 7, right

panel. In contrast, the occupied orbitals of the BD with the
negatively charged ligands coordinated with the metal ion are
comparable or slightly higher in energy than the QD’s states at
the edge of the VB. This energy alignment of the BD’s orbitals
provides favorable conditions for a photoexcited hole to
transfer from the QD to the dye, as depicted in Figure 7, left
panel.
Electron transfer from the photoexcited QD is also possible,

since the dye’s unoccupied orbitals are located below the QD’s
levels. Thus, both the electron and the hole transfer are
thermodynamically favorable in QD/BD composites. In

Table 2. Difference between Energies of the Highest
Occupied Orbitals of the Dye and the QD (ΔE =
HOMOQD−HOMOdye) and the Dipole Moments (μ) of
Cd33Se33/1a Composites in Different Solvents with the
Complexes 1a Attached to Different Surfaces Labeled As A,
B, and Da

acetonitrile benzonitrile chloroform

surface
ΔE
(eV)

μ
(Debye)

ΔE
(eV)

μ
(Debye)

ΔE
(eV)

μ
(Debye)

A 0.93 92.60 0.95 92.43 1.06 89.90
B 0.90 103.09 0.93 103.02 0.95 101.86
D 0.98 86.62 0.98 86.58 1.12 85.78

aAll calculations are performed with B3LYP functional and
LANL2DZ(heavy atoms)/6-31G*(light atoms) basis set.

Figure 7. Schematic representation of the electronic structure of the
QD/Ru(II)-dye composites illustrating the most probable charge
transfer process. Left two panels describe processes in the CdSe QD
functionalized by BD, when either the BD (first column) or the QD
(second column) are excited. Right two panels describe processes in
the CdSe QD functionalized by Ru(II)bpy, when either the QD (third
column) or the Ru(II)bpy (fourth column) are excited. The states
associated with the dye are red, and QD’s states are gray. The lowest
unoccupied states of the dyes are marked by dashed lines to depict
their optically dark character originating from their metal-to-ligand
charge transfer (MLCT) nature. The hole transfer from the QD to the
dye is energetically favorable in QD/BD composites, while it is
absolutely unfavorable in QD/Ru(II)bpy structures.
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addition, the energy transfer process is also energetically
possible in composites of small QDs. It was experimentally
found that the energy transfer from the CdSe QD to the
Ru(II)bpy dye dominates the charge transfer in QDs with
diameters smaller than 4 nm.10 In larger QDs, the energy of the
CB edge decreases so that the unoccupied dye orbitals become
higher in energy than the edge of the QD’s CB, where the
electron excitation occurs. Therefore, the electron transfer to
the dye is less favorable in photoexcited QDs of diameter larger
than 2 nm. When the dye is excited, the electron transfer from
the dye to the QD is expected to dominate in QDs
functionalized by the BD and its derivatives with negatively
charged ligands. In composites of QDs functionalized by
Ru(II)pby complexes with neutral ligands, however, the
electron transfer has a higher chance to compete with the
energy transfer, when both electron and hole are transferred
from the complex to the QD, since the hole transfer is also
energetically favorable in this case, as illustrated in Figure 7.
Similar scenarios for charge transfer have been experimen-

tally detected in various functionalized QDs. For instance,
experimental studies of CdSe QDs functionalized by rhodamine
B (RhB) dyes have determined the predominant quenching
pathway of exciton dissociation to be electron transfer from the
RhB to the QD, while the energy transfer process from the
complex to the QD accounted for 16%.18 In CdSe QDs
functionalized by Ru(II)bpy complexes, the hole transfer
efficiency is still under debate, while the energy transfer from
the complex to the QD has been clearly observed for QDs with
diameter smaller than 4 nm.10 An efficient hole transfer from
the CdSe QD to the Ru(II) dye with the cyanide ligands
(Ru505) has been detected by time-resolved PL spectroscopy
and photocurrent measurements, independent of the presence
of the TiO2 substrate, while the energy transfer dominates in
photoexcited QDs functionalized by the N3 dye with two
thiocyanate ligands.15,16 In CdS nanorods functionalized by
[Ru(II)bpy(tpy)Cl]+, the hole transfer from the photoexcited
nanorods to the dye has been detected at the 0.1−1 ns time
scale, while the electron transfer back to the CdS takes a much
longer time (10−100 ns).52

If compared to the electron transfer from the anthocyanin-
sensitized TiO2 nanocrystalline films, where the electron
injection from the dye to the semiconductor surface happens
faster than 100 fs,53 the observed times of the charge transfer in
nonorode/dye composites52 are much slower. Such relatively
long times of charge transfer might be a signature of a weak
Dexter type coupling between the donor and acceptor. As
shown in Figure 3, our calculations demonstrate weak
hybridization between the QD’s and the dye’s orbitals, despite
a strong confinement of the QD, which is expected to force the
QD’s wave function to “leak” outside the QD surface. Due to
the localized character of the dye and the QD orbitals, they do
not strongly overlap, which should result in weak electronic
couplings between subsystems leading to slower charge
transfer. On the other hand, our simulations demonstrate the
“leakage” of the QD’s orbitals to small capping molecules, such
as OPMe3 or NH2Me, resulting in a lot of QD−ligand
hybridized states deep inside the VB and the CB of the QD.29

As such, we conclude that it is the nature of the Ru(II)
complexes that prevents strong hybridization with the QD
states, despite significant QD−dye interactions and the QD
confinement. Overall, our calculations point to the weak
Dexter-coupling regime for QD/dye composites.

We would like to note, however, that our calculations only
allow for estimations of thermodynamic conditions affecting the
charge transfer, while kinetics and dynamics of charge transfer
are left beyond our modeling. Indeed, many important
characteristics, such as electronic donor−acceptor couplings,
electron−phonon couplings, Auger couplings, and electron−
hole couplings have to be directly calculated to provide a full
description of the charge transfer in samples of QD/dye
composites. To include these properties, nonadiabatic dynamics
simulations32,33 have to be performed to get all details on the
charge and energy transfer, which is the scope of our future
work. Nonetheless, the presented data on thermodynamic
conditions allow us to roughly estimate the feasibility of charge
transfer processes and their dependence on the type of the dye
interacting with the QD surface. Thus, our calculations
elucidate the effect of the dye structure on the minimal
requirements to the Ru(II) complex molecules that either favor
or disfavor the charge transfer in QD/dye composites.
Excited State Properties of QD/Dye Composites. The accuracy

of charge/energy transfer measurements depends on the
overlaps of optical transitions of each species in the hybrid
QD/dye composites. The small overlap between optical
transitions of the QD and the dye ensures better resolution
and control in experiments. However, these overlaps are not
only defined by the optical properties of individual molecules in
the composite, but also by the QD−dye interactions. To
explore the effect of the QD−dye interactions on the optical
transitions of QD/dye composites, Figure 8 compares the
absorption spectra of Cd33Se33 functionalized by the Ru(II)bpy
complexes 1a and the black dye BD-t and BD-c with the

Figure 8. Calculated absorption spectra of the Cd33Se33 QD
functionalized by Ru(II)−bipyridine complexes 1a (top panels) and
the black dye with different anchoring configurations (middle and
bottom panels) in benzonitrile. For references, the absorption spectra
of the bare Cd33Se33 QD (dashed black line) and the isolated Ru(II)
complex (red line) are also plotted. Isolated systems are calculated
with the preserved geometry they have in the hybrid QD/dye
composite. Left and right panels compare the spectra calculated by
hybrid B3LYP and by the long-range corrected CAM-B3LYP
functionals. For all systems, the lowest-energy weakly intensive band
are associated with the Ru(II) complex, which is very distinct from the
next highly intensive band dominated by the QD transitions.
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respective spectra of the isolated pristine Cd33Se33 and dyes.
This comparison clearly indicates the additive character of
absorption spectra of composites: The main spectral features of
the isolated systems coincide well with those of the
functionalized QDs. The absolute values of the oscillator
strengths of transitions contributing to each spectral peak for
both isolated and interacting QD/1a systems are depicted in
Figure S3 in the Supporting Information, directly evidencing
the additive nature of the absorption spectra. Similar additive
spectral character has been experimentally found in CdSe/
Ru(II)bpy composites.10 Such additive character is a signature
of weak hybridization between the dye’s and QD’s orbitals
contributing to optical transitions, explaining the weakly
perturbed behavior of absorption spectra of QD/dye
composites versus the isolated systems.
Figure 8 also compares the absorption spectra obtained by

B3LYP and CAM-B3LYP functionals in order to check the
effect of the used methodology on description of optical
properties of the QD/dye composites. Overall, except the blue
shift by about 1 eV in CAM-B3LYP calculations, both
functionals provide qualitatively similar optical spectra of the
systems, with a slightly blue-shifted dye component in QD/1a
composite when calculated by B3LYP. In the considered
QD/dye composites, the lowest-energy weak spectral peak
belongs to the metal-to-ligand charge transfer (MLCT)
transitions of the dye. Such low intensity, lower-energy states
with MLCT character are typical for Ru(II) complexes.42,43 In
addition, there are a few low energy transitions in QD/dye
composites that are optically dark, since they originate from the
optically forbidden QD-to-complex transitions. The presence of
these dark states in small CdSe QDs functionalized by dyes
might significantly decrease the PL of composites.
The lowest energy dye-associated peaks are spectrally

separated from the next highly intense band, mostly originating
from optically active QD-to-QD transitions. This spectral
separation should provide a good experimental resolution of
the excitation of the Ru(II) complex. The BD has a smaller
optical gap and wider absorption band compared to the
Ru(II)bpy complexes.54 All complexes demonstrate some
overlaps between the higher energy dye and QD peaks in the
absorption spectra of the QD/BD composites. Nonetheless, the
second high-intensity band (at about 2.8 eV) in all composites
we considered have predominantly QD character with just a
small overlap with the dye’s transitions. However, such overlaps
between optical transitions originating from the dye and the
QD are expected to increase in composites of larger size QDs,
due to redshifts of the QD optical gaps.26 Similar overlaps were
experimentally found in QD/N3 composites,15 which have a
similar chemical structure to the BD. In this case, photo-
excitation to the QD’s absorption maxima cannot be uniquely
assigned either to the QD or to the complex, and determination
of the charge transfer process is very challenging in
experimental probes.
To summarize, our DFT and TDDFT calculations

demonstrate that variations in the solvent polarity and dye’s
ligands, specifically in their charge, can be tuned to adjust the
electronic structure of QD/dye composites and, subsequently,
to facilitate desirable conditions for charge transfer direction
and efficiency. For instance, in considered molecular structures,
functionalization of CdSe QDs by different Ru(II)bpy
complexes with neutral ligands results in energetically
unfavorable conditions for hole transfer from the photoexcited
QD to the dye, since the occupied orbitals originating from the

dye are located deeper inside the VB of the QD. In contrast, a
substitution of bipyridines to thiocyanate ligands or Cl ions
having negative charge, like in the black dye and its derivatives,
destabilizes Ru(II)-associated orbitals, shifting them toward the
very edge of the QD’s VB. Such alignment of optically sensitive
electronic levels allows for the energetically favorable
conditions for the hole transfer from the QD to the black dye.
However, independent of the dye, its attachment, the QD

size, and the presence of other small passivating ligands, the
unoccupied orbitals of the dye appear close to the edge of the
QD’s conduction band. These states are linked to optically
allowed MLCT transitions in the lowest energy absorption
bands of the QD/dye composites, and provide pathways for
electron transfer from the excited dye to the QD. In composites
of CdSe QDs functionalized by Ru(II)bpy with neutral ligands
coordinated to the metal ion, however, the electron transfer has
a higher chance to compete with the energy transfer than in the
QD/BD, since the hole transfer from the dye to the QD is also
energetically favorable in this case. For larger QDs function-
alized by Ru(II) complexes, our calculations predict the overlap
between optically allowed dye-to-dye and QD-to-QD tran-
sitions in the absorption spectra of QD/BD composites, which
make experimental control over the charge transfer direction
very challenging. We also found that the mutual alignment of
the dye’s and the QD’s orbitals is very sensitive to the solvent
polarity. The dye’s orbitals shift toward the lower energies with
an increase of the solvent polarity in QDs functionalized by the
dyes with negatively charged ligands, while the trends are
reversed in composites of QDs functionalized by dyes with
neutral ligands. These trends are attributed to the difference in
the sign of the effective charge on the complex. As such, using
less polar solvents for QD/BD composites is predicted to be
more favorable for the energy level alignment to facilitate the
hole transfer from the photoexcited QD to the black dye with
negatively charged ligands. In contrast, more polar solvents are
expected to provide more favorable conditions for the electron
transfer from the photoexcited dye to the QD in composites of
CdSe QDs functionalized by Ru(II)bpy dyes with neutral
ligands. Finally, the QD-dye interactions are found to dominate
in stabilization of the dye’s orbitals with respect to the QD’s VB
edge, as compared to the QD’s and dye’s HOMO offsets in the
isolated QDs and Ru(II) complexes. Our simulations pinpoint
the origin of the effect only qualitatively given a limited number
of considered structures. In fact, observed electronic level
stabilization can be used in future studies to further tune the
composite energetics by varying density of dye coverage,
arranging preferential binding of dyes to specific QD crystal
surfaces, modifying the electronegativity of surface ligands, etc.
Overall, our calculations can be useful for guiding rational
design of metal−organic dyes to achieve efficient directional
charge transfer processes, important for photovoltaics and
photocatalysis.

■ ASSOCIATED CONTENT
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Figure S1 represents schematic structure and PDOS of
Cd33Se33 functionalized by various derivatives of Ru(II)bpy
dyes bearing different charge depending on the number of
attached deprotonated carboxylate groups on the bpy ligands.
Figure S2 represents details on the attachments of different
dyes to different surfaces of the Cd33Se33. Figure S3 shows
details on the oscillator strength of optical transitions in
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Baker, R.; Graẗzel, M. Molecular Wiring of Nanocrystals: NCS-
Enhanced Cross-Surface Charge Transfer in Self-Assembled Ru-
Complex Monolayer on Mesoscopic Oxide Films. J. Am. Chem. Soc.
2006, 128, 4446−4452.
(5) Nazeeruddin, M. K.; Liska, P.; Moser, J.; Vlachopoulos, N.;
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