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ABSTRACT Excited-state nonadiabatic molecular dynamics is used to study
energy transfer in dendrimer building blocks, between two-, three-, and four-ring
linear polyphenylene ethynylene units linked by meta-substitutions. Upon excita-
tion, dendrimers with these building blocks have been shown to undergo highly
efficient and unidirectional energy transfer. The simulations start by initial vertical
excitation to the S4, localized on the two-ring unit. We observe ultrafast direc-
tional S4 f S3 f S2 f S1 electronic energy transfer, corresponding to sequential
two-ring f three-ring f four-ring transfer. The electronic energy transfer is
concomitant with vibrational energy transfer through a dominant CtC stretching
motion. Upon Snþ1f Snpopulation transfer, a rapid increase of the Snþ1-Sn energy
gaps and decrease of the corresponding values for Sn-Sn-1 gaps are observed. As a
consequence, the Snþ1 and Sn states become less coupled, while the Sn and Sn-1

become more coupled. This behavior guarantees the successful Snþ1 f Sn f Sn-1

unidirectional energy transfer associated with the efficient energy funneling in
light-harvesting dendrimers.

SECTION Electron Transport, Optical and Electronic Devices, Hard Matter

T he development of newmaterials with applications to
light-harvesting and transport for solar cells represent
a major task to address the global challenge of renew-

able energy resources.1-4 Advances in organic synthesis can
yield macromolecules with well-defined structures,5-7 and it
has become possible to synthesize artificial light-harvesting
dendritic macromolecules8 with built-in energy gradients.
Such dendrimers are branched conjugated macromolecules
with regular structures, allowing very efficient energy funnel-
ing through the molecular system.

Dentritic macromolecules are arrays of coupled chromo-
phores, with the energy of each unit depending on back-
bone structure and conformation (affected by nuclear
dynamics).3,6,9-12 The relative strengths of the couplings
between units control the exciton transport, which com-
petes with deactivation.13-17 Pathways of intramolecular
vibrational energy flow can be associated with the ultrafast
electronic energy-transfer process.18

Previous results from a wide variety of symmetric and
unsymmetric dendrimers has provided a qualitative picture
of energy gradients,19,20 including their relation to dendrimer
size, architecture, and energy transfer. Recent experiments
reported by Kleiman et al.21 have shown that the coherent
control of excited-state dynamics in dendritic macromole-
cules is possible.

From a theoretical point of view, the complexity of the
dendritic architectures makes it difficult to explore the
interplay between nuclear motion and electronic couplings
that guarantees the efficient energy funneling.22-24 Simple
approaches such as the F€orster framework for modeling
energy-transfer rates frequently fail to reproduce experimen-
tal observables in such complexmacromolecules.15,25,26 Less
complex systems, composed of model building blocks, are
useful to investigate the process.27

In this paper, we study the ultrafast electronic and vibra-
tional energy transfer in a building block of a well-known
dendrimer (the nanostar3). The energy transfer occurs
between two-, three-, and four-ring linear polyphenylene
ethynylene (PPE) units linked through meta-substitutions,
as shown in Figure 1(inset). The meta-branching localizes
excitons within each linear fragment, with relatively small
leakage into the next section of the molecule. We use this
system as a model to understand the successful directional
energy transfer that takes place in more complex phenyl-
ethynylperylene-terminated dendrimers.12,28-30 In those
systems, the light-harvesting action takes place by a highly
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efficient intramolecular transfer of the energy absorbed at
the periphery (two-ring units, high frequency) through the
dendritic branches (three-ring and four-ring units) to the
perylene core.

In this work, nonadiabatic molecular dynamics simula-
tions31 are performed using molecular dynamics with quan-
tum transitions (MDQT), as describedby Tully,32-34whichhas
been successfully applied to a large variety of photochemical
reaction mechanisms in organic compounds.18,31,35-50 This
procedure has been recently implemented in the semi-
empirical NA-ESMD (nonadiabatic excited-state molecular
dynamics) code,51-53 where the electronic energies, gradi-
ents, and nonadiabatic coupling vectors for the excited states
are calculated on-the-fly during the molecular dynamics
simulations using the collective electronic oscillator (CEO)
method.54,55 The CEO code is based on well-tested semiempir-
ical models combined with the time-dependent Hartree-
Fock (TDHF) or the configuration interaction singles (CIS)
formalism to describe correlated excited states. Details
about the method can be found elsewhere.54,55 The clear
advantages of this method include its speed, scalability with
a number of atoms, and, more importantly, efficient calcula-
tion of analytical gradients for the excited-state surfaces,
permitting the use of molecular dynamics.

MDQT treats the electronic degrees of freedom quantum
mechanically, while the motion of the nuclei is treated
classically. Inour current implementation, theelectronicwave
function is written as

Ψðr,R, tÞ ¼
XN

I

CIðtÞψIðr;RÞ ð1Þ

where r and R are the electronic and nuclear coordinates
respectively. N = 10 is the number of excited states consid-
ered, withψI(r;R) being their eigenstates.We use a CIS level to
represent excited states calculated with the CEO code using
the AM1Hamiltonian.56 The use of this semiempirical level of
theory has been validated in our previous work on a related
system.53 Furthermore, the AM1 semiempirical formalism

has been validated for description of the PES in conjugated
polymers, PPV51 polyfluorenes,57,58 and the accuracy of
semiempirical approaches for excitation energies in a variety
of conjugated organic molecules has been benchmarked in
ref 59. Thevertical excitation energies and oscillator strengths
for the S1-S4 states calculated at the AM1/CIS level for an
AM1-optimized structure have been compared with calcula-
tions at different levels of theory (see Supporting Information
(Table I)), obtaining a qualitatively reasonable agreement
between them. NA-ESMD is a numerically tractable method
able to propagate a few hundred trajectories with selected
initial conditions along different excited-state potential
energy surfaces in largemolecular systems on ps time scales.

The coefficients CI(t) evolve in time according to

ip
:
CIðtÞ ¼ CIðtÞEI - ip

X

J

CJðtÞ :RdIJ ð2Þ

where dIJ = ÆψI(r;R)|3RψJ(r;R)æ is the nonadiabatic coupling
vector.

Initial conditions were collected from a molecular
dynamics simulation in the electronic ground state at 10 K,
equilibrated over 500 ps. The initial configurations taken
every ps have been chosen for excited-state dynamics simula-
tions. In every snapshot, we obtain the excited-state structure
by analyzing the spatial extent of the state transition densities
(Sn-S0); both S1 and S3 states are localized on the four-unit
linear segment, whereas the S2 and S4 states are localized on
the three-ring and two-ring units, respectively. These features
can be seen in Figure 1 in the Supporting Information, where
transition densities corresponding to S0 f S1, S2, and S4 are
shown. Consequently, the photoinduced energy transfer from
two to four rings can occur through two distinct scenarios,60

(a) the through-space direct process via S4 f S3 and S4 f S1
pathways and (b) the through-bond sequential transfer via
S4 f S2 f S1 mechanism. To understand this dynamics, our
nonadiabatic excited-state trajectories were started after a
vertical excitation to the S4 state, which corresponds to the
first optically allowed state spatially localized on the two-ring
unit.

We performed 500 independent MDQT trajectories of
150 fs each using a Langevin thermostat to keep the tem-
perature61 constant at 10 K with a friction coefficient γ of
2.0 ps-1. A true comparison of time scales with experiments
needs either a correct value of the friction coefficient or the
presence of real solventmolecules.62Weareworking on these
two approaches, and they will be presented in future work.
The velocity Verlet algorithm63 was used with a time step of
0.05 fs for the classical nuclei. The electronic CI coefficients
(eq 2) were propagated using a gear predictor corrector
algorithm64 with a δt of 1.25 � 10-5 fs (4000 times shorter
than the classical time step)

Figure 1 displays the time dependence of the average
populations for the different electronic states during the
MDQT trajectories. We show results only from 0 to 80 fs,
but populations follow the same trends from80 to 150 fs. The
initially excited S4 state depopulates almost immediately to
the S3 state. No hops from the S4 state to higher states have
been observed. The system remains on the same diabatic

Figure 1. Population on each electronic surface as a function
of time obtained from the fraction of trajectories in each state.
Similar trends are observed up to 150 fs. Inset: Chemical structure
of the phenylene ethynylene (PE) building block. The molecule
has two-, three-, and four-ring linear PE units linked by meta-
substitution.
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state, which is spatially localized on a two-ring unit after the
crossing point for almost all trajectories. Thus, we do not
observe any significant direct through-space two-to-four ring
transfer via S4/S3 crossing (or S4/S1 crossing). S4/S3 crossing is
an example of a trivial unavoided crossing when the system
remains on the same diabatic state. We further denote
S4/S3(2) and S4/S3(4) as being the diabatic states localized
on the two- and four-ring units. A S4/S3 recurrence pattern is
observed during the first 10 fs, indicating that the system
passes twice through the region of S4/S3 crossing. After that,
a highly efficient, sequential S4/S3(2)f S2 f S1 mechanism
of electronic energy transfer between the PPE units is
observed, in agreement with the near-unity values of the
quantum yield for energy reported for the nanostar. This
unidirectional mechanism is a direct consequence of the
distinct values of the nonadiabatic couplings to move to
a surface below and to a surface above the present one.
As shown in eq 2, the value of R·dI, J determines the strength
of the chance of jumping from state I to state J. The time
dependence of the nonadiabatic couplings RdI,J averaged
over all trajectories is shown in Figure 2. Large values ofR·d4,3
are seen at very early times after photoexcitation. This
corresponds to the passage of trajectories through the region
of the unavoided crossing between the S4 and S3 states. Only
after the decrease of Rd4,3, an increase of R·d3,2 is observed,
corresponding to the moment when vibrational relaxation
brings the S4/S3(2) state energy into close proximity to the
S2 state energy. The S4/S3(2) and S2 states are not coupled

before that, and they do not remain coupled for a long time.
Finally, only after the increase of R·d3,2, an increase in the
coupling R·d2,1 takes place. Therefore, the states are sequen-
tially coupled as pairs, and the system does not seem to
undergo regions of simultaneous large nonadiabatic cou-
plings among several excited states. After the states Snþ1 and
Sn pass through the peak of their nonadiabatic coupling, the
coupling between Sn and Sn-1 starts to increases, while the
coupling between Snþ1 and Sn decreases. This effect ensures
sequential unidirectional energy transfer.

To understand the reasons leading to this behavior, we
explore the role of the nuclear differential motion on the
different potential energy surfaces. Figure 3 displays histo-
grams for the energy gapΔE(nþ1)-n between the S(nþ1) and Sn
(n=1-3) states. The value ofΔE(nþ1)-n is smaller when the
nuclei move on the potential energy surface of the S(nþ1) state
than that when they move on the Sn state. That is, while the
nuclear motion is on the S(nþ1) state, the S(nþ1) and Sn states
get closer in energy, but as the nuclei move on the Sn state,
the energy gap increases, separating the surfaces. Since
the nonadiabatic couplings d(nþ1)-n are proportional to
1/ΔE(nþ1)-n, according to theHellmann-Feynman theorem,65

the nuclear motion on the S(nþ1) surface couples the S(nþ1)

and Sn states, while the motion on the Sn surface decouples
them. The difference in the nuclear dynamics in the S(nþ1)

and Sn states enhances the funneling signature of the energy-
transfer mechanism.

Figure 2. Time-dependent nonadiabatic couplings averaged over
all trajectories.

Figure 3. Histograms of the energy gap ΔE(nþ1)-n between the
S(nþ1) and Sn (n=1-3) states. Solid lines correspond to the energy
gaps while nuclei are moving on the S(nþ1) potential energy
surface, and dashed lines correspond to the gaps while the nuclei
move on the Sn state.
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InMDQT trajectories, changes in the CI(t) coefficients (eq 2)
induce transitions or hops between the states. These transi-
tions result in a sudden change in forces exerted on the
classical nuclei due to the change in the potential energy
surface guiding the dynamics. The transition force34 that acts
to redistribute the energy of the electronic gap between
the adiabatic states into the nuclear kinetic energy is in the
direction of the nonadiabatic coupling vector dI,J. Similar to
our previous study,53 major contribution to these vectors
comes from the stretching motions in the direction of the
ethynylene bonds (CtC). More precisely, themain contribu-
tion to d4,3 comes from the triple bond on the two-ring
component (43%); the triple bonds on the two- and three-
ring components contribute significantly to d3,2 (44%), and
those on the three- and four-ring components contribute
mainly to d2,1 (44%). We conclude that nuclear motions
in the direction of the stretching of ethynylene bonds are
related to the efficiency of the energy transfer.

To follow intramolecular vibrational energy redistribution,
we monitored the ethynylene bond lengths as a function of
time (Figure 4). Trajectories were divided according to their
success in eventually reaching the S1 state. Solid lines repre-
sent the CtC bond length (labeled with an X) for trajectories
that end on S1, while the dashed lines represent the trajec-
tories that donot endonS1. Immediatelyafter excitation to S4,
the triple bond length of the two-ring component experiences

a sudden increase. Then, the bond undergoes an ultrafast
relaxation that follows the S4/S3 f S2 electronic energy
transfer (Figure 1). At the end of our simulations, larger
values of this ethynylene bond length are obtained for
trajectories that do not end on S1 (dashed line) with respect
to the ones that undergo electronic energy transfer (solid
line), indicating higher levels of vibrational excitation and
trapping of the electronic energy on the two-ring unit
(exciton self-trapping phenomenon previously observed
in conjugated polymers66). Accompanying the electronic
energy transfer, both ethynylene bonds of the three-ring
system become excited since the S2 state is mainly localized
on the three-ring unit. After that, trajectories that finish on
the S1 state do not keep the excess energy localized in the
three-ring PE unit; instead, they show a rapid relaxation of
the ethynylene bonds. Those trajectories that do not reach
the S1 state remain elongated, indicating that the excess
vibrational energy gets trapped in the three-ring PE units.
Finally, the ethynylene bonds of the four-ring system receive
the excess vibrational energy. This process follows the S2 f
S1 electronic energy transfer, and it is not observed on
trajectories that do not reach the S1 state. To summarize,
the ultrafast S4/S3 f S2 f S1 electronic energy transfer is
followed by an also ultrafast two-ring f three-ring f four-
ring vibrational energy transfer as measured by the elonga-
tion of the ethynylene bonds on the different PE units.

Finally, we analyze the way by which the electronic energy
transport is modulated by nuclear dynamics. For this purpose,
we follow the average values of the different ethynylene bonds
during hops.While the initial value of the triple bond of the two-
ring system is 1.202 Å, its value during S4 f S3 and S3 f S2
hops are 1.211 and 1.227 Å, respectively. This is in agreement
with the initial large-amplitude motion of this bond shown
in Figure 4 and the simultaneous ultrafast initial transfer of
electronic population shown in Figure 1. The relaxation of this
bond following the S4/S3 f S2 electronic energy transfer leads
to a final value of 1.203 Å during the final S2 f S1 hops. The
stretching of the ethynylene bonds of the three-ring system
does not present significant differences with respect to its
average initial values of 1.200 Å until the S2 f S1 hop, where
they reach the average values of 1.213 Å. No significant
differences are observed in the values of the triple bond lengths
of the four-ring system during any process of electronic energy
transfer. Within a good level of approximation, the excess
energy introduced in the system during laser photoexcitation
can be considered large enough (with a significant transient
increase in the temperature of the molecule) to minimize the
effects that the inclusion of the vibrational zero-point energy
can have on the nuclear motion. Therefore, the only quantum
effect that we observe is the one concerning the electronic
energy transfer. The activation of the stretching modes occurs
not because of the bath temperature but because optical
excitation lands the system into an excited state far from
equilibrium. The system becomes vibrationally excited instan-
taneously. Coupling to the solvent (represented here by a
Langevin term) and to other intramolecular modes provides
the vibrational de-excitation channels. Temperature effects
allow sampling of some conformational space along the trajec-
tory of the wavepacket due to strong Franck-Condon effects.

Figure 4. Length of particular ethynylene bonds (labeled X) as a
function of time obtained from averaged trajectories. Solid lines
correspond to trajectories that undergo electronic energy transfer
all theway to the S1 state, and dashed lines are averages over those
trajectories that do not reach the S1 state.
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In summary, in this Letter, we simulate the highly efficient
sequential S4/S3(2) f S2 f S1 mechanism of electronic
energy transfer between phenylene ethynylene building
blocks using nonadiabatic molecular dynamics simulations.
The mechanism was shown to be a sequential passage of the
system through regions with differential relative values of
the nonadiabatic couplings. A progressive delay to reach
the regions of large nonadiabatic couplings is observed. The
system undergoes strong coupling between states in a
sequential order, and the couplings involve only one pair of
states at a time. Electronic energy transfer is concomitant
to intramolecular vibrational energy redistribution, with the
nuclear motions in the direction of the ethynylene bonds
playing a critical role in the process.

SUPPORTING INFORMATION AVAILABLE Comparison of
the vertical excitation energies and oscillator strengths for electronic
excitations and transition density isosurfaces. This material is
available free of charge via the Internet at http://pubs.acs.org.
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