Nonadiabatic Molecular Dynamics Simulations of the Energy Transfer between Building Blocks in a Phenylene Ethynylene Dendrimer†
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The ultrafast dynamics of electronic and vibrational energy transfer between two- and three-ring linear poly(phenylene ethynylene) units linked by meta-substitution is studied by nonadiabatic molecular dynamics simulations. The molecular dynamics with quantum transitions1,2 method is used including an “on the fly” calculation of the potential energy surfaces and electronic couplings. The results show that during the first 40 fs after a vertical photoexcitation to the S2 state, the nonadiabatic coupling between S2 and S1 states causes a fast transfer of the electronic populations. A rapid decrease of the S1-S2 energy gap is observed, reaching a first conical intersection at ≈5 fs. Therefore, the first hopping events take place, and the S2 state starts to depopulate. The analysis of the structural and energetic properties of the molecule during the jumps reveals the main role that the ethynylene triple bond plays in the unidirectional energy transfer process.

I. Introduction

The fundamental principles of the efficient energy funneling observed in light-harvesting photosynthetic systems can be unraveled by studying the built-in energy gradients in well-defined, artificial light-harvesting macromolecules called dendrimers. Such dendrimers are highly branched macromolecules with regular structures possessing numerous peripheral groups, branched repeat units, and a core. Their unique architecture allows an efficient and controllable vectorial energy transport from the periphery to the core. In most cases, the branched repeat units act as selected photoactive chemical units that constitute a suitable media for the exciton transport and relaxation during the light-harvesting processes. Therefore, the detailed understanding of the unidirectional photoexcitation energy transfer between the repeat units inside a dendritic macromolecule is a very important goal in the field of organic photochemistry.

Apart from their fundamental interest, the controlled synthesis of dendrimers awards them with unique geometric and energetic properties 1 suitable for a wide variety of applications, including molecular devices and machines,4 the encapsulation of small organic molecules in their “dendritic box” acting as drug delivery systems,5,6 and the enhancement of the guests’ luminescence properties attributed to their large antenna effect.7 In particular, the family of dendrimers based on poly(phenylene ethynylene) (PPE) units has received a special theoretical and experimental interest due to their ability to mimic both the collection and energy transport that occur in photosynthetic systems.8–13 Since they can be prepared with high regularity and controlled molecular weights,14 dendrimers offer great promise in the control of energy funneling. Their successful directional-energy transfer has been studied by Moore et al.,15,16,9,17 who have reported the syntheses of a perylene-terminated dendrimer, called the nanostar. This molecule presents four generations of linear PPE segments with decreasing lengths toward the periphery, creating an efficient energy funnel toward the perylene trap. An important feature of the nanostar is that the different PPE segments are linked by meta-substitutions at the branching phenylene nodes. These connecting nodes inhibit any conjugate delocalization of electrons across the dendrimer framework. Therefore, the dendrimer molecule can be understood as an ensemble of linear chromophore units with weak coupling between them. As a result, the excitons in the nanostar are localized on each PPE segment,9 and its overall absorption spectrum can be interpreted as the sum of these individual contributions.15,10,12

Theoretical interest in PPE dendrimers arises from the possibility of analyzing them as an ensemble of individual coupled chromophore units. Therefore, the system can be described using the Frenkel exciton Hamiltonian18,19 with Coulombic coupling between excitations localized on the linear units.20 Its combination with the collective electronic oscillator (CEO)21,22 approach has been proved to be suitable for the calculation of electronic spectra in a large family of dendrimers and conjugated chromophores.23,47 The CEO model uses real-space wave packets representing the single-electron density matrix. The optical properties of the system are related directly to the motions of charges and electronic coherences. For this purpose, collective electronic normal modes or transition density matrices obtained using time-dependent Hartree–Fock (TDHF) are required. Furthermore, using this theoretical framework, Mukamel and collaborators simulated the exciton transport and relaxation in PPE dendrimers using the Redfield equations.24–26

The localization of the excitations on the different branched units in the nanostar has been previously shown using molecular
Two-ring unit, yields a biexponential decay (excitation at 310 nm, which corresponds to excitation of the electronic excitations in the nanostar dendrimer. Preferential connecting units which are not necessarily covalently coupled.44 Yet, while all the transitions are well localized at low temperature (~10 K), the situation becomes more complicated at higher temperatures. In a previous work,28 we have shown that the absorptions of the three-ring systems and the four-ring systems are shifted to lower wavelengths leading to the superposition of the different contributions to the absorption spectra at 300 K. The origin of these displacements can be understood analyzing the many different possible conformations that the PPE units can adopt during the molecular dynamics simulation. The results indicated that the rings lie essentially in one plane at low temperature whereas they rotate freely at room temperature. This change in geometry was proven to have a significant effect on the transition density, and hence energy transfer rates.29 Therefore, the present work proposes to relate the vibrational motions of the PPE units with their efficiency in the unidirectional energy transfer by using direct nonadiabatic molecular dynamics simulations.30 Previous works have already shown the usefulness of these methods in the study of photochemical reaction mechanisms in organic compounds.31–35 In particular, direct dynamics studies using trajectory surface hopping have been applied to the photochemistry of a wide variety of organic molecules: benzene,36 fulvene, azulene,37 guanine–cytocine,38 formamide,39 silaethylene,40 ethylene,41 and pyrrole,42 among others. The level of accuracy on the excited-state electronic energies, gradients, and nonadiabatic couplings varies according to specific features of the system under study.

 Femtosecond degenerate pump–probe spectroscopy has been carried out by Kleiman et al.43 to study the ultrafast dynamics of electronic excitations in the nanostar dendrimer. Preferential excitation at 310 nm, which corresponds to excitation of the two-ring unit, yields a biexponential decay (~3 and ~15 ps) indicating multiple pathways governed by the energy funnel. Those experiments provided a measure of the time scale for energy transfer out of the initially pumped two-ring chromophores. Further experiments utilizing broad-band transient absorption and ultrafast time-resolved emission elucidate a complex picture of energy transfer through multiple channels including vectorial energy transfer through the individual phenylene ethynylene units as well as parallel channels connecting units which are not necessarily covalently coupled.44

In this work, the ultrafast dynamics of electronic and vibrational energy transfer between two-ring and three-ring PPE units separated by meta-substitution (Figure 1) is studied by nonadiabatic molecular dynamics simulations. We use molecular dynamics with quantum transitions (MDQT) based on Tully’s stochastic fewest-switches algorithm.1,2 Since the process involves electronic transitions among the different electronic excited states, our aim is to stress the role of nonadiabatic couplings in the description of the energetics of the system during the ultrafast dynamics after the photoexcitation. Structural and dynamical features were particularly examined in the region of strong nonadiabatic coupling, revealing the chemical principles for the efficient energy transfer process.

II. Methods

A. The MDQT Method. We have performed nonadiabatic molecular dynamics simulations of the electronic and vibrational energy transfer between the two-ring and three-ring PPE units schematized in Figure 1. The MDQT method was used as implemented by Tully.1,2 Briefly, the method treats the electronic degrees of freedom quantum mechanically, while the motion of the nuclei is treated classically. The nuclei evolve on a potential energy surface (PES) that is defined by a single electronic state at a given time. Jumps from one electronic state to another are governed by the coefficients of the electronic wave function. More details can be found in refs 1 and 2.

In the present work the electronic wave function is written as

$$\Psi(r, R, t) = \sum_{I} C_{I}(t)\psi_{I}(r, R)$$  \hspace{1cm} (1)

where $r$ and $R$ are the electronic and nuclear vector coordinates, respectively. $N_{C1}$ is the number of configuration interaction (CI) states considered. $\psi_{I}(r, R)$ is the CI eigenstate defined in terms of the configuration state functions (CSFs) $\phi_{I}(r; R)$ as

$$\psi_{I}(r; R) = \sum_{i} c_{I,i}\phi_{i}(r; R)$$  \hspace{1cm} (2)

The CI coefficients $c_{I,i}$ are obtained solving the matrix eigenvalue equation

$$H(R)c_{I}(R) = E_{I}(R)c_{I}(R)$$  \hspace{1cm} (3)

where

$$H_{I}(R) = \langle \phi_{I}(r; R)|H(r; R)|\phi_{I}(r; R)\rangle_{r}$$  \hspace{1cm} (4)

where $H$ is the standard nonrelativistic Hamiltonian operator. Accordingly with the configuration interaction singles (CIS) technique, the molecular orbitals (MO) of the ground state are used to construct the $\phi_{i}(r; R)$.

The coefficients $C_{I}(t)$ evolve in time according to

$$i\hbar\dot{C}_{I}(t) = C_{I}(t)E_{I} - i\hbar \sum_{J} C_{J}(t)Rd_{I,J}$$  \hspace{1cm} (5)

where

$$d_{I,J} = \langle \psi_{I}(r; R)|\nabla_{r}\psi_{J}(r; R)\rangle$$  \hspace{1cm} (6)

is the nonadiabatic coupling vector.

The probability for a quantum transition from the current electronic state $I$ to all the other states $J$ is calculated at each integration step along the trajectory as

$$g_{I \rightarrow J} = -\frac{\Delta t}{h} \text{Re} \left( \frac{C_{I}(t)C_{J}^{*}(t)R \cdot d_{I,J}}{|C_{I}(t)|^{2}} \right)$$  \hspace{1cm} (7)

with the condition that if $g_{I \rightarrow J} < 0$ then $g_{I \rightarrow J} = 0$. A uniform random number $0 < \eta < 1$ is sampled to determine whether a

![Figure 1. Molecule studied in this work. It involves two- and three-ring linear poly(phenylene ethynylene) units linked by meta-substitution.](image-url)
hop from the $\psi_{\alpha}(\mathbf{r}; \mathbf{R})$ surface is realized. If the states are ordered as $I, J, K, \ldots$, then if $0 < \eta < g_{I \rightarrow J}$, the system hops to surface $\psi_{\alpha}(\mathbf{r}; \mathbf{R})$, if $g_{I \rightarrow J} < \eta < g_{J \rightarrow K} + g_{I \rightarrow K}$, the system hops to surface $\psi_{\alpha}(\mathbf{r}; \mathbf{R})$ and so on, and if $\sum_{I} g_{I \rightarrow J} < \eta < 1$, then the system remains in the state $I$.

If a hop $I \rightarrow J$ occurs, the trajectory continues on the new potential energy surface $E_{\alpha}(\mathbf{R})$ with a velocity adjustment in order to conserve total energy. According to the prescription suggested by previous works, the adjustment was performed in the direction of the nonadiabatic coupling vector.

### B. Potential Energy Surfaces and Couplings.

The ground-state and 10 excited-state electronic energies, gradients, and nonadiabatic coupling vectors were calculated at the configuration interaction singles (CIS) level using the collective electronic oscillator (CEO) code combined with the Austin model 1 (AM1) Hamiltonian. These methodologies have been previously successfully applied to describe conjugated polymers, carbon nanotubes and other organic materials.

AM1 and similar semiempirical models yield reasonable estimates of vertical excitation energies, polarizabilities, and excited-state adiabatic surfaces (for comparisons with experimental data and ab initio simulations see, e.g., refs 49–52 and 46. The AM1 allows the treatments of gradients and vibrations at a significantly reduced computational cost compared to ab initio calculations. The CEO code computes analytic gradients of the excited-state potential energy surfaces required during the molecular dynamics simulations. Details about the method can be found elsewhere.

The nonadiabatic couplings $R_{I \rightarrow J}$ in eq 5 have been computed numerically using finite differences to evaluate the derivative of the wave function with respect to time. Hence, the nonadiabatic coupling vector $d_{I \rightarrow J}$ is not required explicitly to obtain the time evolution of the CI coefficients (eq 5). Therefore, $d_{I \rightarrow J}$ is only calculated for the adjustment of nuclear momenta at the time of hops. For this purpose, a numerical procedure has been used.

### C. Molecular Dynamics Simulations.

Nonadiabatic molecular dynamics simulations of the photoexcitation and energy transfer between meta-branched PPE units, shown in Figure 1, were performed using the Langevin equation at constant temperature. A friction coefficient $\gamma$ of 2.0 ps$^{-1}$ was used. This value has been chosen to allow an efficient temperature coupling.

First, a molecular dynamics simulation of 300 ps was run in the ground state. The system was heated and allowed to equilibrate during the first 100 ps arriving at a final temperature of 300 K. The last 200 ps were used to collect a set of initial positions and momenta for the subsequent simulations in the excited states.

Nonadiabatic trajectories were started from these initial configurations after a vertical excitation to the $S_2$ state. According to previous fragment molecular orbital analysis performed on TDDFT calculations at the B3LYP level with the 6-31G(d,p) basis set, the $S_2$ electronic state is localized on the two-ring unit while the $S_1$ is also localized on the three-ring. The vertical excitation energies for the $S_1$ and $S_2$ states calculated at the AM1/CIS level for an AM1-optimized structure are compared in Table 1 with TDDFT (B3LYP/6-31G*) and experimental results. The agreement between the AM1 and the TDDFT results is quite good.

Each simulation was run for 40 fs at constant temperature of 300 K using the MDQT method. The nuclei are propagated with the velocity Verlet integration method using a time step $\Delta t = 0.5$ fs for molecular dynamics simulations in the ground state.

### III. Results and Discussion

We have carried out 200 nonadiabatic trajectories using Langevin equations at 300 K starting by vertical photoexcitation to the second singlet excited $S_2$ state. These trajectories were started from the set of initial positions and momenta collected at 1.0 ps intervals from 200 ps of an equilibrated ground-state dynamics at 300 K. At $t = 0$ the system is instantaneously photoexcited to the $S_2$ state, while preserving the nuclear velocity distribution. Each trajectory further runs in the $S_2$ state until nonadiabatic couplings and energies allow switching it to another electronic state according to the Tully’s recipe described in section II.A. Figure 2 represents the average populations of the different electronic states as a function of time up to 40 fs. The results are converged with respect to the number of trajectories. An ultrafast transfer of the electronic population can be seen from the initially populated $S_2$ state to the closest lower singlet excited state $S_1$.

The fitting of the data for the population of the $S_2$ state based on the sum of two exponential components gives a fast component with a time constant of 3.2 fs and a slower component that decays with a time constant of 63.0 fs. As shown and a shorter time step $\Delta t = 0.05$ fs for nonadiabatic molecular dynamics in the excited states. The propagation of the electronic CI coefficients (eq 5) was performed with the gear predictor corrector algorithm using a time step $\delta t = 4000 \times \Delta t$ shorter than the corresponding $\Delta t$ to the nuclear propagation.

The electronic energies, gradients, and nonadiabatic coupling vectors were calculated on the fly during the molecular dynamics simulations. Since we used a smaller time step for the integration of eq 5 ($\Delta t = 4000 \times \delta t$), values of energies, gradients, and nonadiabatic couplings were required at many intermediate times between $t$ and $t + \Delta t$. These values were calculated only at 10 equally spaced intermediate times, and we used a simple linear interpolation scheme to obtain the values at other intermediate times.

### Table 1: Comparison of Experimental and Calculated Vertical Excitation Energies for $S_1$ and $S_2$ States

<table>
<thead>
<tr>
<th>method</th>
<th>$E_{\text{exc}}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM1/CIS</td>
<td>3.24</td>
</tr>
<tr>
<td>experiment</td>
<td>3.52</td>
</tr>
<tr>
<td>TDDFT (B3LYP/6-31G*, $10 \times 10$ CIS)</td>
<td>3.42</td>
</tr>
</tbody>
</table>

### Figure 2

Population of the different electronic surfaces as a function of time obtained as the fraction of trajectories in each state. The biexponential fit for the population of the $S_2$ is also shown.
in Figure 2, the biexponential fit reproduces the data point very well with a correlation coefficient $R = 0.99$.

These values are significantly shorter than the corresponding values reported by Kleiman et al. On one hand, the time scale of our simulations depends on the friction coefficient $\gamma$ used during the stochastic dynamics with the Langevin equation. Selections of larger values of $\gamma$ have been shown to decrease barrier crossing rates for conformational changes. Although this was not the focus of this study, previous works have applied Langevin dynamics to extend simulation time scales. On the other hand, the experimental measurements have been performed on the nanostar dendrimer, where the effects of the entropy and the population and coherence participation ratio should be taken into account during the exciton propagation. Particularly, the coherence effects have been shown to contribute to the transients at early times.

All our exponential fits satisfy the boundary condition that all molecules must be in the $S_2$ state at $t = 0$ and they must finish in the $S_1$ state at the end of the process. Therefore, our results verify a highly efficient electronic energy transfer between the PPE units. This is in agreement with the near unity values of quantum yield for energy transfer to the perylene core that has been observed in the nanostar.

At this point it is interesting to notice that not only the $S_1$ state but also the $S_3$ is populated during our simulations. However, its population stays below $10\%$ mainly because the system has insufficient thermal energy to move uphill from the $S_2$ state. Furthermore, despite the fact that $10$ CI states were taken into account during the propagation of the electronic wave function, only the $S_1$ shows a significant population during the dynamics. This state is close in energy to the $S_2$ state, and it exhibits a strong coupling with it. Nevertheless, we do not find that it plays a significant role in the energy transfer process under study, and its population starts to decrease at $\sim 25$ fs after photoexcitation.

The reason behind the very fast $S_2 \rightarrow S_1$ decay can be found in the analysis of the time evolution of the energy gap $\Delta E$ between these states. On the basis of the well-known energy gap dependence of the nonradiative decay rate constants, it is expected that trajectories that cross through regions with a small energy gap will undergo large nonadiabatic couplings. In Figure 3 we present the average $\Delta E$ between the $S_2$ and the $S_1$ singlet excited states over all trajectories. It is seen that a first minimum is achieved in less than $5$ fs after the photoexcitation. Taking into account that the $\Delta E$ values calculated at the AM1 and the TDDFT(B3LYP/6-31G*) levels are $0.32$ and $0.22$ eV, respectively (Table 1), this first minimum seems not to be a consequence of an underestimation of the $\Delta E$ value at the AM1 method. The analysis of individual trajectories reveals that some of them pass through a region of strong nonadiabatic coupling at these very early times. The time evolution of the adiabatic energies for the $S_1$ and $S_2$ states for a typical nonadiabatic trajectory is shown in Figure 4. These trajectories present significant crossing probabilities at those times, and they mainly hop from the $S_2$ to the $S_1$ state in less than $5$ fs. The set of trajectories that remains in the $S_2$ undergoes a second, but less marked, region of large nonadiabatic coupling and small energy gap at $\approx 15$ fs. Once the system moves on the $S_1$ state, the $\Delta E$ increases and the probability that a back-hopping (that is, $S_1 \rightarrow S_2$ hopping) takes places becomes negligible.

The time dependence of the nonadiabatic coupling $R_{d12}$ averaged over all trajectories is displayed in Figure 5. Note the two regions of large nonadiabatic coupling at $\approx 5$ and $15$ fs, in agreement with regions of small $\Delta E$ (Figure 4). Thereafter, the divergence of independent trajectories, partially due to their different $S_1 \rightarrow S_2$ hopping times, makes them follow different pathways on either the $S_1$ or $S_2$ potential energy surfaces. Once the system hops to the $S_1$ state, it moves to regions of low nonadiabatic coupling assuring the whole $S_2 \rightarrow S_1$ electronic population transfer. This can be seen by inspection of Figure 6 where the average of the nonadiabatic coupling is depicted for trajectories that hop at times earlier than $10$ fs (Figure 6a), earlier than $20$ fs (6b), and after $20$ fs (6c). It is clearly seen from Figure 6a that trajectories that hop within the first region of large nonadiabatic coupling ($t \approx 5$ fs) move away toward regions of the configuration space with small nonadiabatic coupling. This is not the case for trajectories that remain in the $S_1$ state (6b and c). Therefore, the difference in the nuclear dynamics on the $S_1$ and on the $S_1$ state enhances the funneling signature of the energy transfer mechanism in this molecule.
We define a hop as an effective $S_2 \rightarrow S_1$ transition if no back-hopping occurs along the rest of the trajectory. The distribution of the number of these effective $S_2 \rightarrow S_1$ hops as function of time is shown in Figure 7a. These hops follow the changes in the CI coefficients (eq 5) given by the nonadiabatic coupling displayed in Figure 5. A recurrence pattern is observed with a period of $\approx 10$ fs. This pattern correlates with the minima of $\Delta E$ and the maxima of $R\dot{d}_{1,2}$ shown in Figures 3 and 5, respectively. Moreover, Figure 7b presents the distribution of effective $S_2 \rightarrow S_1$ hops in terms of transition energy. The average $\Delta E$ at hops events is 0.084 eV. In order to clarify whether a conical intersection ($\Delta E = 0$) can be reached by our trajectories, we adopt the previously proposed arbitrary limit of $\Delta E < 2$ kcal/mol = 0.086 eV to separate cases of strict conical intersections or their immediate regions and cases with larger $\Delta E$’s. With this separation in mind, we can say that more than 60% of trajectories pass very close to a conical intersection.

Previous works have revealed that coherences between electronic excitonic states can have a substantial impact on excitation energy transfer in light-harvesting systems. For instance, it has been shown that the energy transfer in photosynthetic complexes can be described by wavelike coherent motion instead of incoherent hopping. The recurrences shown in Figures 3 and 5 seem not to be related to coherences between electronic excited states, and no recurrences are observed in the time evolution of the electronic populations (Figure 2). Nevertheless, the treatment of coherence may not be optimal in the MDQT method, and the use of Langevin equations can produce a substantial effect by carefully selecting $\gamma$.

In order to analyze the structural and dynamical features that contribute to the ultrafast energy transfer, the nonadiabatic coupling vector is examined. Figure 8 presents the nonadiabatic coupling vector $d_{1,2}$ for a typical trajectory at the time of the effective $S_2 \rightarrow S_1$ hop. The stretching motions in the direction of the ethynylene bond, especially the one corresponding to the two-ring system, present major contributions to $d_{1,2}$. Therefore, the ethynylene stretchings should have a strong influence in the energy transfer process.

The direction of the nonadiabatic coupling vector can be interpreted as the “transition force”, that is, the force on the nuclei during the hop event. Furthermore, the nuclear momenta are adjusted in this direction during hops. Changes in the ethynylene bond length can be expected due to the energy transfer process. Figure 9 displays the length of each of the ethynylene bonds, averaged over those trajectories with an effective $S_2 \rightarrow S_1$ hop. According to previous works that localized the excitations on the different branched units, the initial optical excitation to the $S_2$ is localized on the two-ring system. This is in agreement with the initially larger oscillation amplitude for the triple bond of the two-ring system with respect to the triple bonds of the three-ring system shown in Figure 9. Nevertheless, the excess of vibrational energy initially detected in this bond is rapidly transferred, accompanying the electronic transition.
energy transfer $S_2 \rightarrow S_1$. On the other hand, the initially not excited ethynylene bonds of the three-ring system increase their stretch lengths during the time of the simulated dynamics. This seems to indicate that an efficient unidirectional two-ring system $\rightarrow$ three-ring system vibrational energy transfer seems to follow the ultrafast electronic energy transfer.

In order to confirm that changes in the length of each of the ethynylene bonds shown in Figure 9 are due to the electronic energy transfer $S_2 \rightarrow S_1$, similar analysis was performed over trajectories that do not experience an effective $S_2 \rightarrow S_1$ hop. The results are shown in Figure 10. On one hand, the ethynylene bond of the two-ring system does not exhibit the large oscillation amplitude shown in Figure 9. Therefore, the large stretching of this bond seems to be a requirement for the system to reach the region close to the conical intersection. On the other hand, the ethynylene bonds of the three-ring system do not increase their lengths in time. As a result, neither the ethynylene bond of the two-ring system nor the bonds of the three-ring systems seem to change markedly their energies during the time of the dynamics.

We have analyzed the distributions of the values of the ethynylene bond lengths during hops in order to identify an internal degree of freedom with a direct and strong influence on the energy transfer process. Figure 11 displays the distributions of the values of the ethynylene bond lengths at the times of the effective $S_2 \rightarrow S_1$ hops. The distributions are compared with the distributions of the corresponding values over all the trajectories. While no significant differences are observed in the values of the triple bond lengths of the three-ring system, the distribution of the bond lengths of the two-ring systems during hops is displaced to higher values. Therefore, the initial excitation of this bond observed in Figure 9 leads the system to the region of the conical intersection at the time the triple bond reaches its maximum displacement.
IV. Conclusions

We have performed direct nonadiabatic molecular dynamics simulations for the ultrafast process of electronic and vibrational energy transfer between meta-linked building blocks in a phenylene ethynylene dendrimer using Tully’s stochastic fewest-switches algorithm. The energies, gradients, and nonadiabatic couplings have been calculated on the fly from electronic structure calculations at the CIS/AM1 level using the CEO approach.

The aim of this work was to relate the transfer of electronic state population from the S₂ to the S₁ state with an ultrafast vibrational energy transfer from the two-ring system to the three-ring system. For this purpose, structural and dynamical features were particularly examined in the region of strong nonadiabatic coupling.

In agreement with the near unity values of quantum yield for energy transfer observed in the nanostar, our results confirm a highly efficient electronic energy transfer between the PPE units. After the vertical photoexcitation to the S₂ state, a rapid decrease of the S₁ → S₂ energy gap is observed, reaching a first conical intersection at ≈ 5 fs. As a consequence, the S₂ → S₁ electronic population transfer starts to take place. Thereafter, successive crossings through the region of strong couplings were reported. As a consequence, the S₂ depopulates about 60% within the first 40 fs. While the nucleon motion on the S₁ pulls the system close to the conical intersection, the motion on the S₁ state moves it away, enhancing the funneling signature of the energy transfer mechanism in the molecule.

The analysis of trajectories shows that the stretching motions in the direction of the ethynylene bonds induce the unidirectional energy transfer process. A large stretching of the triple bond of the two-ring system seems to be a requirement for the system to reach the region close to the conical intersection. Furthermore, changes in the stretch lengths of the ethynylene bonds indicate that an efficient unidirectional two-ring system → three-ring system vibrational energy transfer seems to follow the ultrafast electronic energy transfer.
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