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ABSTRACT: Nonadiabatic excited-state molecular dynamics (NA-ESMD) simulations have been
performed in order to study the time-dependent exciton localization during energy transfer between
two chromophore units of the weakly coupled anthracene dimer dithia-anthracenophane (DTA).
Simulations are done at both low temperature (10 K) and room temperature (300 K). The initial
photoexcitation creates an exciton which is primarily localized on a single monomer unit.
Subsequently, the exciton experiences an ultrafast energy transfer becoming localized on either one
monomer unit or the other, whereas delocalization between both monomers never occurs. In half of
the trajectories, the electronic transition density becomes completely localized on the same
monomer as the initial excitation, while in the other half, it becomes completely localized on the
opposite monomer. In this article, we present an analysis of the energy transfer dynamics and the
effect of thermally induced geometry distortions on the exciton localization. Finally, simulated fluorescence anisotropy decay
curves for both DTA and the monomer unit dimethyl anthracene (DMA) are compared. Our analysis reveals that changes in the
transition density localization caused by energy transfer between two monomers in DTA is not the only source of depolarization
and exciton relaxation within a single DTA monomer unit can also cause reorientation of the transition dipole.

■ INTRODUCTION
Exciton transport and (de)localization in extended polymer
systems is an important phenomena in photophysics, which
impacts optical and electronic properties and the performance
of nanophotonic devices such as semiconductor laser diodes,1

nanowires,2,3 and photovoltaics,4 to name a few. From a device
design perspective, it is critical to understand how (de)localized
states arise in molecular systems and what processes lead to
their formation. The intra- and intermolecular energy transfer
occurring after photoexcitation and leading to localization or
delocalization can have a profound effect on achieving the final
desired properties of a device. For example, formation of
delocalized excimer states due to interchain aggregation in
conjugated polymer-based films has been shown to cause low-
energy emission and reduced stability,5,6 which is undesirable
for application in light-emitting devices. In polyfluorenes,
stabilization of the light-emission can be achieved through
localization of the final fluorescent state on a single chain. A
recent theoretical study has demonstrated that this could be
achieved using spiro-linked conjugated polyfluorene that
prevent π-stacking.7 In photovoltaics, it has been well-known
that the efficiency of charge separation and photocurrent yield
in polymer semiconductors depends on the localization of
electron and hole states. For example, in MEH-PPV, electronic
excitation from a delocalized (localized) occupied orbital to a
localized (delocalized) unoccupied orbital gives rise to charge
transfer states that produce unusually large photocurrents.4

Much effort has been devoted to understanding the highly
efficient coherent exciton transport observed in naturally
occurring complexes, such as light harvesting systems, in
hopes of replicating their efficient energy transfer properties in
tailor-made organic semiconductors for technological applica-

tions.8−12 Furthermore, branched dendrimers containing intra-
molecular charge transfer interactions between chromophore
units have been shown to produce delocalized excitations upon
absorption while the emission always occurs from a state
localized on a single branch. Indeed, this phenomena of
excitation localization is a general characteristic of branched
systems, a finding which can be attributed to coherent coupling
between chromophores based on the enhancement of optical
properties, such as two-photon absorption.13,14 However, in so-
called push−pull chromophores, single molecule spectroscopy
experiments resulted in fluorescence from a delocalized state in
contradiction with ensemble measurements.15

Bichromophoric compounds containing two identical
chromophores have become popular systems, in which to
study energy transfer both theoretically and experimen-
tally.16−20 For example, excitation recurrence between
chromophores has been identified as the source of the damped
oscillations observed in the anisotropy decay of 2,2′-
binaphthyl.17 Similar studies of energy transfer have recently
been performed for dithia-anthracenophane (DTA). Oscilla-
tions in time-dependent fluorescence anisotropy measurements
of DTA have been attributed to long-lived coherent energy
transfer between the monomers16 and those findings have been
supported by recent coherent control fluorescence interference
experiments.18 Furthermore, in an extensive theoretical study,
Yang et al.20 have demonstrated that electronic states in DTA
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can be described as localized Frenkel-type excitons. Using
coherent resonance energy transfer (CRET) theory, they have
shown that the electronic coupling between monomer units in
DTA is significantly weakened by the strong electron−phonon
coupling such that the effective coupling is small enough to be
consistent with coherent energy transfer dynamics.20

In this paper, we use nonadiabatic excited state molecular
dynamics (NA-ESMD) simulations to study the photoinduced
energy transfer dynamics in the weakly coupled anthracene
dimer dithia-anthracenophane (DTA) shown in Figure 1. The

NA-ESMD approach provides a unique advantage of allowing
both ensemble and single molecule behavior to be monitored
simultaneously. Indeed, we find that at the single molecule
level, excitations in DTA are rarely delocalized between the two

anthracene units. Finally, from our simulations we construct
simulated fluorescence anisotropy curves based on the change
in exciton localization during photodynamics. Our analysis of
the simulated fluorescnece anisotropy signals for both DTA and
its monomer unit dimethyl anthracene (DMA; pictured in
Figure 1) reveals that the depolarization observed in DTA is
not only due to the interaction between chromophores but is
also contributed by exciton relaxation within a single
chromophore unit.

■ THEORETICAL METHODOLOGY

Computation of Excited States and NA-ESMD
Methodology. Correlated excited states are calculated using
the collective electronic oscillator (CEO) approach21,22 with
the configuration interaction singles (CIS) formalism imple-
mented with the semiempirical PM3 Hamiltonian.23,24 The
CEO approach solves the TDHF equation of motion25 for the
single-electron density-matrix26 of a molecule driven by an
external electric field. The semiempirical approximation retains
only a few essential two-electron integrals significantly reducing
the numerical demand and allowing for treatment of very large
molecular systems. As a trade-off, the TDHF and CIS methods
cannot accurately describe excited states with significant double
excitation character.27 Nevertheless, the CEO method has been
successfully applied to many molecular systems, including
organic conjugated materials21,28−31 and provides an adequate
description of excitonic states and nonadiabatic dynamics in
this class of molecular materials.32

The NA-ESMD framework provides an efficient and
sufficiently accurate method for the simulation of photoinduced
dynamics in large molecular systems on picosecond timescales.
This is achieved using the fewest switches surface hopping
(FSSH) algorithm33 to allow transitions among coupled
electronic states. In this mixed quantum classical approach,
the classically treated nuclei evolve on a single adiabatic excited
state PES at any given time, and hops from one excited state to
another can occur based on the nonadiabatic coupling strengths
and a stochastic switching routine.34 Here, the nuclei are

Figure 1. Chemical structures and optimized ground state geometries
of the dithia-anthracenophane (DTA) bichromophore and its
monomer unit, dimethyl anthracene (DMA).

Figure 2. Computed absorption spectra where contributions from the 10 lowest energy exited states have been included for the DTA
bichromophore at (a) 10 and (b) 300 K and the DMA monomer at (c) 10 and (d) 300 K.
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propagated according to a constant-temperature Langevin
dynamics algorithm developed to be consistent with the
velocity Verlet integration technique.35 This approach allows
for a phenomenological description of solvent effects from
frictional damping and the fluctuating force following the
fluctuation−dissipation theorem.36 Meanwhile, electrons have a
quantum mechanical description related to excited state
energies, gradients, and nonadiabatic coupling terms which
are computed “on the fly” with analytical techniques.37−42

Further details of the NA-ESMD approach, implementation,
and limitations can be found in our previous work.40,43−47

Simulation Details and Absorbance Spectra. We have
modeled the photoinduced dynamics of the bichromophore
DTA whose chemical structure and optimized ground state
(GS) geometry are shown in Figure 1 along with the DMA
monomer unit. DTA is a linked bichromophore composed of
two anthracene units connected by two thioethers producing a
rigid structure with very little conformational flexibility. Both
room temperature (300 K) and low temperature (10 K)
simulations have been performed. For each temperature, 600
snapshots were collected from thermally equilibrated ground-
state MD trajectories (10 and 300 K) propagated using a
Langevin thermostat with a friction coefficient of 20 ps−1. The
snapshots provide initial geometries and momenta for the
excited state dynamics. For each initial configuration, oscillator
strengths, and energies for the 10 lowest energy excited states
were computed and used to construct the linear absorption
spectra shown in Figure 2, where the individual contributions of
each state are also shown. The spectra are histograms of the
excited state energies where the height of the histogram is
related to the average ratio between oscillator strength and
frequencies48 for the corresponding state. The spectra for DTA
reveal that, at low temperature (10 K; Figure 2a), the peak at
400 nm has dominant contributions from S2 and S1. The peak
becomes thermally broadened at room temperature (300 K;
Figure 2b) having relatively equal contributions from S1−S3 due
to conformational fluctuations and mixing of excited states. In
the case of DMA, both the low temperature spectrum (10 K;
Figure 2c) and the room temperature spectrum (300 K; Figure
2d) show that the peak near 400 nm is derived only from S1
corresponding to the single monomer. Less thermal broadening
is present in the monomer due to fewer degrees of
conformational freedom.
The computed spectra for DTA agree well with previously

measured experimental spectra16 obtained in THF solution,
which show four distinct features in the lowest-energy peak
between ∼350−400 nm. On the basis of the computed spectra,
these features correspond to the CIS excitation energies for
states S1−S4, while the peaks below 300 nm in experimental
spectra can be assigned to higher lying excited states S7 and
above. In the theoretical work of Yang et al.,20 the TD-DFT
calculations from the optimized ground state geometry resulted
in the two lowest energy excited states (S1 and S2) being dark
states with no oscillator strength. Thus, they assign the lowest
energy peak in the experimental spectra to S3 and S4.
Nonetheless, the 408 nm pump pulse previously used in the
experiment16 is then consistent with excitation to either S1 and
S2 (CIS) or S3 and S4 (TD-DFT). Therefore, we have chosen
an excitation wavelength to the blue side of the lowest energy
peak in the simulated absorption spectra to be consistent with
refs 20 and 16, corresponding to S3 and S4 CIS states.
A simulated laser pulse is used to populate the initial excited

state for each geometry according to a Franck−Condon

window given by gα(r, R) = ( fα/Ωα
2) exp[−T2 (Elaser − Ωα)

2].
fα represents the normalized oscillator strength for state α
whose frequency is given by Ωα, and Elaser represents the energy
of a laser centered at 400 nm (300 K) and 396 nm (10 K). A
Gaussian laser pulse, f(t) = exp(−t2/2T2), with T2 = 42.5 fs
corresponding to a fwhm (full width at half maximum) of 100
fs has been used. Following excitation, 600 NA-ESMD
trajectories were propagated using Langevin dynamics for 900
fs with a nuclear time step of 0.1 fs, electronic time step of
0.025 fs, and Langevin friction coefficient of 20 ps−1, where 6
lowest energy excited states and their corresponding non-
adiabatic coupling vectors have been included in the dynamics.
The quantum time step was further reduced by a factor of 40 in
order to identify trivial unavoided crossings.44

Transition Density Localization. The exciton localization
can be followed by tracking changes in the spatial localization of
the electronic transition density (TD). The CEO approach21,22

is used to calculate transition density matrices

ρ ϕ ϕ= ⟨ | | ⟩α
α

+r t c c r tR R( ) ( ; ( )) ( ; ( ))nm m n
0

0 (1)

where the CIS adiabatic ground and excited state wave
functions are represented by ϕ0(r; R(t)) and ϕα(r; R(t)),
respectively. n and m are indices referring to the atomic orbital
(AO) basis functions and cm

+ and cn are creation and
annihilation operators such that the diagonal elements (ρ0α)nn
represent the net change in the electronic density distribution
caused by excitation from the ground state S0 to an excited
electronic state Sα.

49 The usual normalization condition
∑n,m(ρ

0α)nm
2 = 1 holds for the CIS approximation.37 The

fraction of the transition density localized on each anthracene
unit is obtained by summing the contributions from each atom
(index A) as follows

∑ρ ρ=α α
−( ) ( )X

n m
n m

0
unit

2 0 2

A A

A A
(2)

In this way, TD analysis provides a simplified picture of wave
function dynamics that do not depend on the population of
adiabatic states.

■ RESULTS AND DISCUSSION
Initial Localization. At the GS minimum, excitonic

coupling between the chromophore units induces delocaliza-
tion and the four lowest energy excited states S1−S4 are
completely delocalized between both anthracene units as can be
seen from the electronic transition densities shown in Figure S1
(see the Supporting Information). This coupling (and the
Davydov splitting between pairs of states) is small. Davydov
splitting in singlet exciton states of crystalline anthracene and
pentacene is well-known.50−52 Therefore, the delocalization
may not persist during equilibrated GS dynamics due to
thermal fluctuations that break the dimer symmetry and
overcome electronic communications. Thus, the excited states
evaluated at the initial configurations used in NA-ESMD differ
from those shown in Figure S1 of the Supporting Information.
The linear combination of a localized anthracene monomer
excited state produces two dimer states where the symmetric
(delocalized) component is at a higher energy than the
antisymmetric (localized) component. Using the anthracene
unit with the larger initial fraction of S1 transition density
[(ρ01)monomer

2 > 0.5 at t = 0 fs] as a reference, we have analyzed
the fraction of the transition density of the other states (S2−S4)
by constructing histograms of the transition density for all

The Journal of Physical Chemistry B Article

DOI: 10.1021/jp510557f
J. Phys. Chem. B 2015, 119, 7242−7252

7244

http://dx.doi.org/10.1021/jp510557f


initial configurations. The analysis at 300 K, shown in Figure 3a,
reveals that S1 is strongly localized in one monomer and S3 is

mainly localized in the other monomer, while S2 and S4 are
more delocalized. Therefore, the geometry distortions intro-
duced by temperature (300 K) break the symmetry and destroy
the complete delocalization of the equilibrium geometry
observed in Figure S1 of the Supporting Information
(equilibrium values are indicated by dashed lines in Figure
3). S1 and S3 dimer excitations correspond to the antisymmetric
(localized) Davydov component of S1 and S2 monomer states,
respectively, and are localized on different units of the dimer.
Similarly, S2 and S4 dimer states arise from the symmetric
(delocalized) combinations of monomer states. The corre-
sponding TD distribution at 10 K is shown in Figure 3b. At low
temperature, S1 and S2 remain delocalized since the conforma-
tional deformations from the well-delocalized GS equilibrium
structure are not sufficiently large to induce localization. On the
contrary, S3 is completely localized while S4 is only partially
localized, suggesting that S3 and S4 states are more susceptible
to thermal fluctuations.
It is important to note that, during dynamics, no significant

changes in the distance or relative orientation between the
anthracene units are observed. To verify this, we have identified
three parameters to monitor: the distance between the center
of mass of each monomer, the angle between the planes
containing each monomer (each plane defined by three
benzene rings), and the angle between the main inertial axis
of each monomer. Histograms of the monitored distance and

angles during equilibrated GS dynamics at 300 K can be seen in
Figure S2 (panels a−c) (see the Supporting Information).
These motions correspond to geometrical distortions due to
thermal fluctuations at the GS that define the initial conditions
for NA-ESMD simulations. The center of mass distance (Figure
S2a of the Supporting Information) displays minor variations
having an average value of 3.67 ± 0.16 Å. The average angle
between the planes formed by each anthracene unit (Figure
S2b of the Supporting Information) is 8.40 ± 5.05°, indicating
that the units remain relatively parallel to each other. Finally,
the average angle between the inertial axis of each anthracene
unit (Figure S2c of the Supporting Information) has a value of
89.98 ± 0.12°. Naturally, even less variation in the distances
and angles is expected at low temperature where thermally
induced fluctuations are smaller. Therefore, no significant
molecular distortions occur during dynamics.
However, within the relevant range experienced during

dynamics, geometry distortions are responsible for the
thermally induced localization of states that are previously
delocalized at the GS minimum. As can be seen in Figure S3
(see the Supporting Information), starting from the equilibrium
GS geometry, distortions along the center of mass coordinate
and the angle between the anthracene planes causes the
transition density of the four lowest energy excited states to
experience regions of configuration space where strong
localization occurs, consistent with the localization observed
in the ensemble at room temperature (Figure 3a). These
coordinates involve collective relative displacements between
the anthracene units and are thus expected to be related to low-
frequency normal modes of the dimer. The zero-point energy
varies linearly with mode frequency leading to low values of
zero-point energies for these collective motions and therefore,
no significant effects on our findings. Furthermore, these plots
confirm that the S3 and S4 states are more strongly affected by
small geometry distortions, leading to localization of S3 and, to
a lesser extent S4, even at low temperature as observed in Figure
3b. The variation of the angle between the main inertial axis of
each monomer did not produce changes in the localization.

Photoinduced Exciton Redistribution. The evolution of
the average transition density localized in each anthracene unit
provides a picture of the exciton dynamics of the ensemble. In
order to analyze this, we differentiate the anthracene units
based on the transition density localization of the initial excited
state denoted i: monomer A is assigned as the anthracene unit
with the larger initial fraction of transition density ((ρ0i)A

2 > 0.5
at t = 0 fs), and monomer B is the other such that the initial
excitation is always primarily localized in monomer A. Figure 4
(panels a and b) shows the time dependence of the average
fraction of transition density localized in monomers A (black
line) and B (red line) during simulations at 10 and 300 K,
respectively, averaged over the ensemble of trajectories. At both
temperatures, the decay of the transition density of monomer A
is concomitant with the rise in the transition density of
monomer B, such that both arrive at 50% within 10 fs. Since
this is an ensemble average, it does not reveal the actual
distribution (or the actual underlying composition of the
distribution) of the exciton localization. Instead, Figure 4
(panels a and b) reveals that within 10 fs, monomers A and B
are no longer distinguishable as the average fraction of
transition density in each unit becomes more or less equivalent
on a very fast timescale.
To demonstrate this point, the reader can imagine two

scenarios: (1) In all trajectories, each of the anthracene units

Figure 3. Distribution over all initial configurations at (a) 300 and (b)
10 K of the transition density of the 4 lowest energy excited states in
the monomer where S1 is initially localized [(ρ01)monomer

2 > 0.5 at t = 0
fs]. The dashed lines correspond to the equilibrium geometry.
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receives half of the transition density. (2) In half of the
trajectories, the transition density becomes completely localized
in the initially excited monomer (monomer A), and in the
other half of trajectories, the transition density is completely
localized in monomer B. In the first scenario, the excitation is
delocalized between both anthracene units, while in the second
example, the excitation is localized in either one monomer or
the other with equal probability. However, in the ensemble
average, each monomer would have 50% of the average
transition density as seen in Figure 4 (panels a and b).
Therefore, we cannot determine from Figure 4 (panels a and

b) alone whether localization (and thus energy transfer) occurs.
Instead, the analysis of the participation number is used. The
extent of (de)localization of the excitation can be seen from the
participation number given by

∑ ρ= α
−

−P [ (( ) ) ]
X

X
0

unit
2 2 1

(3)

where X = A and B. The participation number is defined taking
each monomer as a unit such that 1 ≤ P ≤ 2. Therefore, P ≈ 1
corresponds to complete localization of the transition density
to a single anthracene unit and P ≈ 2 represents delocalization
of the transition density over both units. The evolution of the
participation number during the NA-ESMD simulations at 10
and 300 K is plotted in Figure 4 (panels c and d, respectively).
At low temperature, it is clear that the dynamics leads to a
localization of the transition density to a single anthracene unit
within 200 fs seen by the decay of the participation number
from an initial value of P ≈ 1.5 to P ≈ 1.1. At 300 K, a mixture
of localized and delocalized excitations persists throughout the

dynamics. Therefore, the evolution of the participation
numbers (Figure 4, panels c and d) suggests that fast
localization to a single monomer unit indeed occurs.
In order to understand whether this localization is a result of

energy transfer, we have classified the trajectories according to
the relative localization of the final transition density (t = 900
fs) with respect to its initial localization (t = 0 fs). Accordingly,
there are two types of trajectories: those whose final transition
density is primarily localized on the same monomer as the
initial transition density (type I), and those whose final
transition density is primarily localized in the monomer that
initially had less transition density (type II). That is, type II
trajectories correspond to trajectories that follow pathways that
lead to an effective intermonomer energy transfer at long times.
Both types I and II initially have 80% transition density
localized in monomer A. However, type I remains localized in
the same monomer, while type II switches its localization to
monomer B. We find that there are 266 type I trajectories and
223 type II trajectories at 10 K and 158 type I trajectories and
171 type II trajectories at 300 K such that nearly half of the
trajectories finish with the transition density completely
localized in the initially excited monomer, while the other
half of the trajectories finish with the transition density
completely localized in the opposite monomer, as in scenario
(2) described above.
These two types can be seen in Figure 5. These 3D

histograms follow the time-evolution of the transition density
localized in the monomer that initially had the larger transition
density (monomer A) for types I (red) and II (blue)
trajectories at 10 and 300 K. At 10 K, the histogram for type

Figure 4. Time dependence of the average fraction of TD localized on the monomer (A) where S1 is initially localized [(ρ
0i)A

2 > 0.5 at t = 0 fs] (black
line), and the other monomer (B) (red line) is plotted at (a) 10 and (b) 300 K. Participation number (defined taking the monomers as units) is at
(c) 10 and (d) 300 K.
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Figure 5. Time-dependent histograms of the transition density evolution. Each histogram plots the fraction of the TD localized on the monomer
with the larger initial TD for (a) type I trajectories at 10 K; (b) type II trajectories at 10 K; (c) type I trajectories at 300 K; and (d) type II
trajectories at 300 K.

Figure 6. Relative probability of changing the TD localization as a function of time at (a) 10 and (b) 300 K. Histogram of the number of times the
TD localization changes between the monomers during dynamics at (c) 10 and (d) 300 K.
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I (Figure 5a) confirms that the excitation in these trajectories
remains strongly localized on the same anthracene unit
throughout the dynamics with no probability of having
localization less than ≈0.8. The initial excitation has a small
probability of being delocalized, but it quickly localizes with
highest probability δ ≈ 1.0. A small probability of being
localized on the opposite anthracene monomer exists only at
short times, while the probability of being delocalized (0.3 ≤ δ
≤ 0.7) becomes virtually negligible even at short times. In an
equivalent way, the excitation for type II trajectories (Figure
5b) is initially localized primarily on one anthracene unit with
small probability of delocalization. Nevertheless, at short times
(≈ 200 fs), the excitation becomes completely localized on the
opposite anthracene unit. Following localization, the exciton
relaxation occurs only in one monomer.
The evolution of the transition density localization at room

temperature (300 K) for types I (Figure 5c) and II (Figure 5d)
trajectories reveals clear differences from the low-temperature
result. Here there are continuous changes in the localization
throughout the simulation. While Figure 4 (panels a and b)
seems to indicate that the dynamics at 10 K are similar to 300
K, this is not true. In both cases, half of the trajectories finish
with the exciton localized in the initially excited monomer, and
the other half of the trajectories finish with the exciton localized
on the other monomer. At 10 K, this is due to an ultrafast initial
transfer due to a transient delocalization that is not observed at
longer times. However, at 300 K, a constant transfer of the
exciton from one monomer to the other is observed, where the
exciton is localized in one anthracene unit or the other but
rarely delocalized between both.
The changes in localization can be seen more clearly in

Figure 6. The relative probability that a trajectory will
experience a change in TD localization at any given time
during dynamics is shown in Figure 6 (panels a and b). As can
be seen, at 10 K (Figure 6a), most transitions take place before
200 fs, indicating that the complete relaxation of the exciton
generally takes place on one monomer after the changes in
localization have already occurred. Meanwhile, the changes in
localization persist throughout the dynamics at 300 K (Figure
6b). Not only do the changes in TD localization occur at
different times for 10 and 300 K, there is also a difference in the
absolute number of changes in TD localization. For a given
trajectory, the average number of changes in TD localization
between the monomers is shown in Figure 6 (panels c and d).
For a trajectory at 10 K (Figure 6c), the average number of
changes in TD localization is 1−2, which is significantly lower
than for 300 K (Figure 6d), where a trajectory will experience a
change in TD localization an average of 14 times. The increased
changes in TD localization at 300 K is a result of temperature-
induced geometry distortions that change the TD localization.
However, the changes at 10 K are not limited to just 1 or 2, as
could be expected from Figures 5 (panels a and b) and 6a.
Analyzing the individual trajectories, we have observed that
occasionally at 10 K, the complete relaxation of the exciton in
one monomer does not occur, but it is still a less frequent event
compared to 300 K.
Previous analysis of energy transfer dynamics in DTA in

terms of CRET theory20 showed an oscillatory behavior in the
donor population with a 1.2 ps period matching the
experimentally observed oscillations in fluorescence anisotropy
measurements.16 This energy transfer recurrence is clearly
observed in our simulations as the exciton localized on one
monomer or the other hops back and forth between the two

chromophores, suggesting wavelike energy transfer dynamics.
Along these lines, Figure 6 (panels a and b) can be interpreted
as the relative probability of energy transfer recurrence. At low
temperature, the oscillations in donor population become
quickly damped. However, at 300 K, the initial damping is fast
and followed by persistent hops due to thermal fluctuations
which can change the dynamics to incoherent resonance energy
transfer. In order to compare with previous studies, it is
important to note that experimental data has been obtained in
THF solution. Therefore, the Coulombic interaction between
chromophores in our simulations should be screened by a
factor of n2 = 1.98. From the dynamics at 10 K, we can make a
rough estimate of the oscillation period: from Figure 6a, it is
clear that the majority of transitions take place within the first
200 fs where there are an average of 1−2 hops (200−400 fs
period). Combined with the simple screening correction, this
gives an oscillation period of 0.8−1.6 ps, in good agreement
with the reported value of 1.2 ps.

Fluorescence Anisotropy Decay. The time-resolved
fluorescence anisotropy can be used to follow changes in the
exciton localization during photodynamics. The fluorescence
anisotropy is calculated using the autocorrelation function of
the absorption dipole moment of the fluorophore at time zero,
μ⃗A (t = 0), and its emission dipole moment at time t, μ⃗E (t),

53

according to the following

μ μ= ⟨ ⃗ · ⃗ ⟩r t P t( )
2
5

{ (0) ( )}A E2 (4)

where P2(x) = (1/2)(3x2 − 1) is the second-order Legendre
polynomial, and the angular brackets indicate the average over
all of the trajectories.
The resulting fluorescence anisotropy curves are plotted in

Figure 7 at 300 K for DTA (black line) as well as the monomer

DMA (blue line). The rigid structure of the DTA dimer results
in a relatively long dephasing time (1 ps).20 Compared to the
much slower 30 ps time constant for rotational diffusion,16 the
energy transfer dynamics essentially occur at a fixed orientation
without the effect of rotational motion on the anisotropy.
Therefore, we can safely assume that the energy transfer
between monomers is the only source of fluorescence
depolarization and rotational diffusion can be neglected. The
decay observed for DTA is not only due to the change of

Figure 7. Simulated fluorescence anisotropy decay at 300 K for DMA
(blue line) and DTA (black line).
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localization of the exciton between both monomers, but the
relaxation within a unique monomer also leads to a change in
the orientation of the emission dipole moment. This can be
seen from the fluorescence anisotropy for DMA where exciton
relaxation is necessarily confined to the single monomer. In that
case, fluorescence depolarization associated with the relaxation
on a single monomer is observed.
By definition, the anisotropy r(t) must be within the range

from −0.20 to 0.40 for single-photon excitation.54 The initial
value r(0) = 0.4 corresponds to an angle of 0° between the
absorption and emission dipoles. In DMA, a value close to 0.1
is reached corresponding to an angular displacement of 45°
between transition dipole moments on a single monomer.
Negative values of r(t) observed in DTA correspond to angular
displacements between the monomers, ranging from 54.7° at
r(t) = 0 and 90° for r(t) = −0.20. The additional depolarization
below r(t) ≈ 0.1 in DTA compared to DMA is a result of the
change in TD localization between rotated monomers due to
energy transfer.
To verify this, we have computed polarized absorption

spectra, provided in Figure 8, for both DTA and DMA at room
temperature (300 K). The monomer DMA has been oriented
in the direction of the principal inertial axis. For DTA, rather
than choosing the principal inertial axis of the entire dimer, we
have chosen the principal axis of the monomer with the larger
initial transition density. For this analysis, each initial ground
state configuration has been translated to a body fixed reference
frame with its origin at the corresponding center of mass. Then,
the mutually orthogonal principal axes of rotation (a, b, and c)
of the rigid body are obtained from the eigenvectors of the
moment of inertia tensor. The first moment of inertia, a, is
oriented mainly along the long axis of the monomer unit, and
the molecular plane corresponds to the plane formed by the a
and b axes. As an example, Figure 1 displays the PM3 optimized
structure of DMA oriented along its principal inertial axes. The
Cartesian coordinate axes of each ground-state configuration

are reoriented so they coincide with their corresponding
principal axes of rotation, and the transition dipole moments
are then calculated within this new body fixed reference frame.
The spectra have been computed according to the procedure
outlined in Theoretical Methodology where the individual
contributions from the 6 lowest energy excited states have been
included for DTA, and the 3 lowest energy excited states are
included for DMA.
As can be seen, the absorption of the S1 state in DTA is

mainly in the direction of the b axis (Figure 8b), and the same
can be observed in DMA (Figure 8d). Since, by our selection of
the body fixed reference frame, S1 is strongly localized in the
monomer aligned with the backbone perpendicular to the b axis
for DTA, absorption in the b axis indicates localization to the
aligned monomer, in agreement with the polarized absorption
observed in DMA. Recall that the average angle between the
inertial axes of the monomers in DTA at room temperature is
close to 90° (Figure S2c of the Supporting Information), so
that the b axis of one monomer corresponds to the a axis of the
other. Therefore, if the state is delocalized, absorption will be
mixed in both directions. In the case of S2, which is quite
delocalized between monomers but is mainly in another
monomer with respect to S1 (Figure 3a), absorption is primarily
in the a axis and less in the b axis direction (Figure 8, panels a
and b). Something similar happens with S3: this state is more
localized than S2, though still primarily localized in the opposite
monomer with respect to S1 (Figure 3a). As can be seen in
Figure 8 (panels a and b), S3 absorption in DTA is primarily in
the a axis direction and is less mixed with absorption in the b
axis compared to the more delocalized S2 state.
In DMA, the relaxation occurs in the single monomer. In this

case, S3 absorbs primarily in the a axis, S2 is somehow mixed,
and S1 absorbs mainly in the b axis. This changing polarization
during relaxation results in the fluorescence anisotroy decay
observed in Figure 7. The same effect occurs in DTA, where
states S2 and higher are mixed and absorb primarily in the a axis

Figure 8. Polarized absorption spectra computed at 300 K, where individual contributions from each exited state have been included. Absorption is
polarized along the principal inertial monomer axis along the backbone (a axis) and the perpendicular bisecting axis (b axis) for DTA (a) a and (b) b
axes. Corresponding spectra for DMA (c) a and (d) b axes.

The Journal of Physical Chemistry B Article

DOI: 10.1021/jp510557f
J. Phys. Chem. B 2015, 119, 7242−7252

7249

http://dx.doi.org/10.1021/jp510557f


while S1 absorbs in the b axis. Relaxation on a single monomer
in DTA would still lead to fluorescence anisotropy decay due to
this difference of polarization and mixing among the excited
states. During energy transfer between monomers in DTA, the
a and b axes become somehow inverted, depending on the
angular displacement between the monomers. The additional
depolarization seen in Figure 7 for DTA is caused by this
polarization inversion due to energy transfer between the
rotated monomers.

■ CONCLUSION

We have performed NA-ESMD simulations of the bichromo-
phore DTA at both low temperature (10 K) and room
temperature (300 K) to study the exciton (de)localization
between two chromophore units during energy transfer. The
energy transfer pathways between anthracene units persist at
low temperature due to the initially strong nonadiabatic
coupling between states that leads to an ultrafast exchange of
energy between monomers. In both low and room temperature
cases, thermal fluctuations break the delocalization of the
optimized ground state geometry and lead to localized exciton
states. During dynamics, half of the trajectories finish
completely localized on the same monomer on which the
initial excitation was localized, and half of them become
completely localized on the other monomer without ever being
delocalized between them. At 10 K, relatively few changes in
TD localization (1 or 2) occur within the first 200 fs of
dynamics followed by the complete exciton relaxation on only
one monomer. At 300 K, many changes in TD localization
(∼14) persist throughout the entire dynamics due to thermally
induced geometric distortions which bring electronic states into
resonance. Because of the resonant energy transfer, we have
observed that the complete relaxation within a single monomer
is less frequent at 300 K, although not absent, as the hopping
between chromophores continues for long times.
We observe that the time at which the molecular system

reaches an equal distribution of localized transition density
among the two chromophore units is temperature-independent.
Nevertheless, while at 10 K, the exciton gets trapped in a
unique anthracene unit during the first 200 fs, energy transfer
events persist at 300 K for longer times. We can attribute this
latter behavior to the observed high sensitivity of the transition
density localization to relatively small geometry distortions
introduced by thermal fluctuations. Furthermore, we have
verified that at both room temperature and low temperature,
the DTA molecule never becomes trapped in any long-lived
transient excited state during photodynamics where the
transition density would be delocalized among the two
anthracene units.
Simulated fluorescence anisotropy curves have been

computed from the dipole moment autocorrelation function
for both the bichromophore DTA and its monomer DMA at
room temperature. The anisotropy signal of DMA essentially
reveals the extent of depolarization due to exciton relaxation
within a single monomer. The additional depolarization in
DTA results from changes in TD localization between rotated
monomer units. However, that is not the only source of
fluorescence anisotropy in the bichromophore system since the
relaxation within a unique monomer also leads to a change in
the orientation of the absorption dipole moment as observed in
DMA.
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