Signature of Nonadiabatic Coupling in Excited-State Vibrational Modes
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ABSTRACT: Using analytical excited-state gradients, vibrational normal modes have been calculated at the minimum of the electronic excited-state potential energy surfaces for a set of extended conjugated molecules with different coupling between them. Molecular model systems composed of units of polyphenylene ethynylene (PPE), polyphenylenevinylene (PPV), and naphthacene/pentacene (NP) have been considered. In all cases except the NP model, the influence of the nonadiabatic coupling on the excited-state equilibrium normal modes is revealed as a unique highest frequency adiabatic vibrational mode that overlaps with the coupling vector. This feature is removed by using a locally diabatic representation in which the effect of NA interaction is removed. Comparison of the original adiabatic modes with a set of vibrational modes computed in the locally diabatic representation demonstrates that the effect of nonadiabaticity is confined to only a few modes. This suggests that the nonadiabatic character of a molecular system may be detected spectroscopically by identifying these unique state-specific high frequency vibrational modes.

INTRODUCTION

The photoinduced electronic and vibrational energy redistribution and relaxation in extended conjugated molecules plays an important role in chemical physics,7 biology,1 and materials science.3 Following photoexcitation, nonradiative transitions involving internal conversion, and intersystem crossing can occur.4,5 The photoinduced dynamics of extended conjugated molecules is often characterized by large nonadiabatic (NA) couplings between excited states.6 Therefore, it is crucial to discover the state-specific nuclear motions that promote energy funneling to the lowest excited state thus reinforcing the celebrated Kasha’s rule,8 which is driven by NA couplings. Understanding the fundamental relationship between vibrational motions and the efficiency of NA nonradiative relaxation offers new routes toward materials-by-design approach for various applications and technologies.

Equilibrium normal modes (ENMs), typically calculated from second derivatives of the ground-state (GS) energy with respect to nuclear coordinates, can be used to identify relevant vibrational motions of polyatomic molecules.9 The simulation of complex processes involving many coupled electronic excited states requires state-specific normal modes defined according to the potential energy surfaces (PESs) involved. For this purpose, excited-state equilibrium normal modes (ES-ENMs) can be obtained using the excited-state PES. ES-ENMs are convenient for characterizing conical intersections,10 and they represent a straightforward way of examining experimental vibronic spectra by providing a decoupled description of vibrational motions.

Time-resolved observations of phonon dynamics, via fluorescence or transient absorption in the UV/vis and mid-IR spectral range, provide information on the excited-state dynamics of a molecule.11 In this way, vibrational and structural information on chromophores can be directly measured. Vibrational bands are commonly assigned in terms of GS equilibrium normal modes (ENM(S0)).12 However, internal conversion often results from passage through several conical intersections and/or crossings between either interacting13 or noninteracting states.14 These passages may introduce a reordering and/or transient mixing, which changes the adiabatic state identities and causes modes to become mixed in regions of strong NA coupling. As a consequence, the normal mode identities of polyatomic molecules are generally not preserved upon electronic excitation.15 This Duschinsky effect introduces difficulties in calculating Franck-Condon factors,16,17 is responsible for relative changes in absorption and emission spectra,16,19 and can also affect Raman excitation profiles.20 Gambetta and co-workers recently studied the relationship between ground and excited-state vibrations in single-walled carbon nanotubes using ultrashort visible pulses to generate and detect coherent phonons. Following photoexcitation,
signatures of mode coupling were detected where the anharmonic coupling of excited-state vibrational wavepackets appeared as a frequency modulation in one of the modes. \(^{20}\)

In this article, we present an approach to characterize state-specific vibrations responsible for the intramolecular vibrational energy flow during nonradiative relaxation and identify their spectroscopic signature. It has recently been shown that the highest frequency instantaneous normal mode of the upper energy state significantly matches the corresponding NA coupling vector during NA transitions. \(^{21}\) However, instantaneous normal modes represent instant vibrational coordinates through which the nonequilibrium molecular dynamics can be analyzed but cannot be interpreted as real harmonic motion. Instead, excited-state equilibrium normal mode (ES-ENM) analysis at the local minimum of the corresponding excited-state PES is required.

The ES-ENM analysis is presented in terms of their participation in NA energy transfer between the chromophore units of a set of extended conjugated molecules. The magnitude of the NA coupling vector, defined as \(\mathbf{d}_{\alpha\beta} = \langle \phi_{\alpha}(\mathbf{R}) | \nabla | \phi_{\beta}(\mathbf{R}) \rangle\) (where \(\phi_{\alpha}\) and \(\phi_{\beta}\) are adiabatic excited-state wave functions and \(\mathbf{R}\) represents the nuclear coordinates), serves as a criterion for nonadiabaticity, and its direction corresponds to the direction of vibronic energy transfer during interstate NA transitions. \(^{22}\) In regions of strong coupling, the contribution to the forces in the direction of the NA coupling vector (Pechuckas force) \(^{23}\) is the dominant factor for nuclear motion \(^{24}\) and should be reflected in the specific adiabatic ES-ENMs responsible for the coupling. Furthermore, systems with a smaller displacement between the local excited-state PES minimum to a conical intersection seam (see Figure 1A) should exhibit stronger mode mixing and NA signatures in their ES-ENMs. Specifically, the projection of \(\mathbf{d}_{\alpha\beta}\) on the basis of ES-ENMs with a significant agreement between \(\mathbf{d}_{\alpha\beta}\) and a single mode indicates an effective decoupled nuclear direction for NA energy transfer to the specific vibrational degree of freedom.

Our aim is to characterize the electronic excited-state specific vibrations for a set of model systems. Such a framework is encouraging, as it can be validated through the development of new transient IR and ultrafast electronic spectroscopic studies focused on the intramolecular vibrational energy flow that takes place during the electronic excited-state relaxation. Spectroscopic detection of these modes would serve as a direct indication of NA interactions in molecular systems. Although this type of experiment is yet to be performed, excited-state IR spectroscopy, \(^{25−27}\) ultrafast time-resolved IR spectroscopy, \(^{28−30}\) and ultrafast transient IR spectroscopy \(^{31}\) have been shown to be powerful tools to study the decay of excited states.

**MODELS AND METHODS**

**Model Systems.** We perform ES-ENM analysis on the model systems shown in Figure 1B spanning a wide range of NA couplings and energy-level spacing. First, meta-linked linear polyphenylene ethylene (PPE) units composed of 2-, 3-, and 4-rings represent building blocks for dendritic macromolecules. \(^{32,33}\) These fragments act as individual chromophores that localize excitons. \(^{34,35}\) The higher energy \(S_2\) state is localized in the 2-ring unit, the \(S_1\) state is localized in the 3-ring unit, and the lowest \(S_0\) state is localized in the 4-ring unit. \(^{34}\) As a result, photoinduced unidirectional energy transfer occurs in the 2-ring \(\rightarrow\) 3-ring \(\rightarrow\) 4-ring direction. \(^{35}\) Next, 3- and 4-ring polyphenylenevinylene (PPV) oligomers are linked by a short or long alkyl chain (PPV-C\(_3\) and PPV-C\(_{17}\), respectively). PPV is a promising organic conjugated polymer for use in optoelectronic devices. \(^{36}\) Torsional distortion of the PPV backbone can form conformational subfragments, \(^{37,38}\) and neighboring fragments can electronically couple to one another forming delocalized collective states that influence optical properties. \(^{39}\) The absorption of each chromophore is not well separated giving rise to multiple energy transfer pathways. \(^{37}\) Finally, a naphthacene-bridge-pentacene (NP-2) molecule is considered. \(^{40}\) The naphthacene and pentacene are held at fixed distances and orientations by a rigid polynorbornyl-type bridge of two \(\sigma\)-bonds such that no molecular disorder due to torsional distortions is expected.

**Excited-State Computational Methods.** All excited-state calculations are performed at the configuration interaction singles (CIS) level using the Collective Electronic Oscillator (CEO) code \(^{41}\) combined with the Austin model 1 (AM1) semiempirical Hamiltonian. \(^{42}\) This methodology has previously been shown to provide an adequate description for excitonic states, interstate crossings, and NA dynamics in this class of molecular systems. \(^{34,37,43,44}\) Excited-state energies, gradients, and nonadiabatic coupling terms are computed analytically. \(^{53−49}\) This provides a convenient method for analyzing...
the state-specific vibrations that participate in radiationless processes.

**Excited-State Equilibrium Normal Mode Calculations.**

ES-ENMs are computed at the $S_0$ state minimum from the mass-weighted Hessian matrix $H_0$. The mass-weighted Cartesian space-fixed coordinates for the optimized configuration $R_0$ are first translated and rotated to a body-fixed reference frame with the origin at the center of mass and axes corresponding to the principle axes of inertia. Within the Cartesian frame, the potential energy $E_q$ for $N$ nuclei moving on the $q$th electronic state is expanded to second order as

$$E_q(R) = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} H_{ij}^{\alpha\beta}(R_0) \Delta R_i \Delta R_j$$

where $\Delta R_i' = R_i' - R_0$ is the displacement of atom $i = 1, \ldots, N$ from its optimized configuration $R_0$. Elements of the $3N$-force vector $F_q$ are defined as $F_q(R_0) = -\partial E_q/\partial R_i |_{R_0}$ allowing $H_{ij}^{\alpha\beta}(R_0)$, with elements $H_{ij}^{\alpha\beta}(R_0) = -\partial E_q/\partial R_i \partial R_j |_{R_0}$ evaluated at the optimized configuration, $R_0$, to be computed numerically from finite differences of the gradients.

$$H_{ij}^{\alpha\beta}(R_0) = \frac{\partial^2 E_q}{\partial R_i \partial R_j} = \left[ \frac{\partial^2 E_q(R_0 + 0_\beta \Delta R_i)}{\partial R_i} - \frac{\partial^2 E_q(R_0 - 0_\beta \Delta R_i)}{\partial R_i} \right] 2\Delta R_i$$

and

$$H_{ij}^{\alpha\beta}(R_0) = \frac{1}{2} \left[ \frac{\partial^2 E_q}{\partial R_i \partial R_j} + \frac{\partial^2 E_q}{\partial R_j \partial R_i} \right]$$

results in the following diabatic force matrix

$$D F_{ij}^H(R_0 \pm \delta R') = \begin{pmatrix} D F_{ai} & 0 \\ 0 & D F_{bj} \end{pmatrix}$$

where $\delta R'$ is a finite displacement of the coordinate $R_i$. Diagonalization of $H_0$ produces a set of orthonormal ES-ENM $(S_0)$ with frequencies $\nu_i$ related to the eigenvalues $\lambda_i$ ($i = 1, \ldots, 3N - 6$) of $H_0$ as $\nu_i = (\lambda_i^{1/2})/2\pi$. The ES-ENM vectors $\{Q_\alpha^i\}_{i=1,3N-6}$ can be expressed as a linear combination of Cartesian displacements

$$Q_\alpha^i = \sum_{i=1}^{3N-6} l_\alpha^i \Delta R_i$$

where $l_\alpha^i$ are elements of the eigenvector matrix $L_\alpha$.

Some numerical sensitivity in the frequency of $Q_\alpha^{3N-6}$ to the value of $\delta R'$ was observed. This is expected due to the sharp peaks in the NA couplings particularly in cases where the $S_0$ minimum is close to an avoided crossing with $S_{\alpha-1}$. However, the shape of the corresponding normal mode eigenvectors is not sensitive to the coordinate displacement.

**Locally Diabatic Representation.** We use the locally diabatic representation developed by Granucci and Persico\(^{30}\) in order to remove the effect of nonadiabatic interaction on the excited state electronic wave function along the considered nuclear displacement. First, the overlap matrix $S(R_{0}\alpha; R_0 \pm \delta R')$ is evaluated where $\alpha$ represents the electronic coordinates and $\phi_\alpha(r; R_0)$ and $\phi_\beta(r; R_0 \pm \delta R')$ are the CIS excited state adiabatic wave functions evaluated at equilibrium and displaced configurations, respectively. The unitary transformation $T$ connecting the adiabatic and diabatic representations for each specific displacement $\pm \delta R'$ is approximated by L"owdin’s orthogonalization

$$T = S(R_{0}\alpha; R_0 \pm \delta R')O\Lambda^{-1/2}O'$$

where $\Lambda$ is the diagonal eigenvalue matrix of $S(R_0\alpha; R_0 \pm \delta R')S(R_0\alpha; R_0 \pm \delta R')'$ and $O$ is the diagonalizing transformation

$$S(R_0\alpha; R_0 \pm \delta R')S(R_0\alpha; R_0 \pm \delta R')O = OA$$

Applying $T$ as

$$D F_{ij}^H(R_0 \pm \delta R') = TF_{ij}^H(R_0 \pm \delta R')T'$$

where the adiabatic force matrix computed at $R_0 \pm \delta R'$ is given by

$$F_{ij}(R_0 \pm \delta R') = \begin{pmatrix} F_{ai} & 0 \\ 0 & F_{bj} \end{pmatrix}$$

whose diagonal elements $F_{ai}$ represent forces associated with diabatic electronic states whose identities do not change during coordinate displacement. Neglecting cross terms, we construct a set of locally diabatic ES-EDENM (in the following, the superscript $D$ denotes quantities in the locally diabatic representation) represented by vectors $(\{Q_\alpha^i\}_{i=1,3N-6}$ and frequencies $\nu_i (i = 1, \ldots, 3N - 6)$ where NA interaction is removed.

**Transition Density Localization.** Excited vibrational modes should involve the motion of the nuclei where the excitation is localized. This can be determined from the spatial localization of the electronic transition density (TD). Transition density matrices $(\rho^{nm}) \equiv \langle \phi_m(t)|c_i^m \phi_n(t)\rangle$ are computed using the CEO approach\(^{30}\) where $c_i^m$ are creation (annihilation) operators, $n$ and $m$ denote atomic orbital (AO) basis functions, and $\phi_n(t)$ and $\phi_m(t)$ are the CIS adiabatic wave functions for the ground and excited state, respectively. Therefore, the diagonal elements $(\rho^{nm})_m$ represent the net change in the electronic density induced on an atomic orbital for a ground to excited state electronic transition. The total electronic transition density can be found by summing the contributions of the atomic orbitals of each atom in the molecule.

**RESULTS**

**Characterization of PES Minima.** For configurations where the interaction between electronic states becomes relevant, interchromophore energy transfer takes place and vibrational motions get excited in the direction of the NA coupling vector $d_{\alpha(a-1)}$. As shown in Figure 2, $d_{\alpha(a-1)}$ evaluated...
at the minimum of the $S_a$ PES (in our notation, the superindex $\alpha$ indicates the electronic state of the minimum at which a variable is evaluated), involves significant nuclear displacements on both fragments consistent with their roles as pathways through which efficient energy funneling occurs.\textsuperscript{21,35} Only the major contribution to $d_{\alpha(a-1)}$ composed of C–C stretches are shown in Figure 2 for clarity. The magnitude of $d_{\alpha(a-1)}$ (see Table 1) is largest for PPV and PPE systems and much smaller in the rigid NP-2 system.

The strength of the NA interaction, $|d_{\alpha(a-1)}|$, at the $S_2$ minimum in PPV-C\textsubscript{11} compared to PPV-C\textsubscript{1} is not unexpected. The close proximity of the chromophores in PPV-C\textsubscript{1} leads to large excitonic coupling (should be distinguished from the NA coupling $d_{\alpha(a-1)}$) caused by electrostatic interactions between state TDs.\textsuperscript{41,44} Therefore, the appearance of a large Davydov splitting between $S_a$ and $S_{a-1}$ in PPV-C\textsubscript{1} lessens the effective NA interaction compared to that of PPV-C\textsubscript{11}. Overall, in all cases, except NP-2, where molecular rigidity prevents distortions, there is a strong NA interaction between $S_a$ and $S_{a-1}$ at the $S_a$ PES minimum. This large value of $|d_{\alpha(a-1)}|$ along with excitonic coupling induces wave function mixing and delocalization between chromophore units. In order to analyze that, electronic TDs, $\rho(0)$ and $\rho(0_{a-1})$, evaluated at the $S_a$ minimum are shown in Figure 3. In all cases except NP-2, $S_a$ and $S_{a-1}$ TDs are delocalized. In the absence of significant interactions, $S_a$ and $S_{a-1}$ should be localized as seen for NP-2. Careful comparison of Figures 2 and 3 reveals that the vibrational motions involve the displacement of nuclei where the electronic transition density is localized.

Nonadiabatic events are usually represented in terms of the space spanned by the coordinates along the energy difference gradient, $\partial(E_a - E_{a-1})/\partial R_0$ and NA coupling $d_{\alpha(a-1)}$ vectors.\textsuperscript{52,53} This provides a branching space\textsuperscript{54,55} in which the degeneracy of conical intersections is lifted. In Figure 4A, the optimized $S_a$ geometry is positioned at the origin, and the $S_a$ and $S_{a-1}$ surfaces are plotted in the branching space where $R = R_0 + gd_{\alpha(a-1)} + \hbar\partial(E_a - E_{a-1})/\partial R$. Starting at the equilibrium geometry $R_0$, the structure is distorted in the direction of either

![Figure 2. NA coupling vectors between $S_a$ and $S_{a-1}$ at the $S_a$ PES minimum.](Image)

![Figure 3. Electronic transition densities for states $S_a$ and $S_{a-1}$ at the $S_a$ PES minimum.](Image)
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Figure 4. (A) Potential energy surfaces for states $S_0$ and $S_{n-1}$ in the branching space spanned by the gradient difference ($\mathbf{h}$) and the NA coupling vectors ($\mathbf{g}$) around the minimum of $S_0$ positioned at the origin. (B) Variation of the potential energy for $S_0$ and $S_{n-1}$ as a function of the NA coupling vector ($\mathbf{g}$) for $\mathbf{h} = 0$. Energy gaps are defined at the $S_0$ minimum appearing at the origin.

the NA coupling vector ($\mathbf{g}$) or in the direction of the energy difference gradient ($\mathbf{h}$). These two vectors are normalized, and their directions remain fixed to the ones at the minimum.

As can be seen in Figure 4A, the minima of the $S_0$ surfaces are commonly in regions of the branching space with relatively small energy gaps with the $S_{n-1}$ surfaces. According to the Hellmann–Feynman theorem, the nonadiabatic coupling scales as $1/\Delta E$. Therefore, the $S_0$ equilibrium geometries are potentially influenced by strong NA couplings between states. The energy gap, $\Delta E_{\alpha(1)}$, between $S_0$ and $S_{n-1}$ surfaces at the $S_0$ minimum can be seen in Figure 4B where the variation of the potential energy of $S_0$ and $S_{n-1}$ is plotted in the direction of the NA coupling vector with the optimized $S_0$ geometry positioned at the origin. These plots represent slices of the surfaces in Figure 4A along the $\mathbf{g}$ axis with $\mathbf{h} = 0$. The energy gap, $\Delta E_{\alpha(1)}$, varies among the models (see Table 1), being the smallest for PPV-C11. While the small energy gap for PPV-C11 can be associated with the larger NA coupling $\mathbf{d}_{\alpha(1)}^\mu$ between units, there is no clear relationship between the magnitude of the NA coupling $\mathbf{d}_{\alpha(1)}^\mu$ and the energy gap $\Delta E_{\alpha(1)}$ for the other systems. The surfaces for PPE, PPV-C1, PPV-C11, and NP-2 in Figure 4A can be misinterpreted as having no dependence on $\mathbf{d}_{\alpha(1)}$ where the local minima appear to be parallel to the $\mathbf{g}$ axis. The $\mathbf{g}$ dependence can be seen more clearly from Figure 4B. As we have previously stressed, the direction of $\mathbf{d}_{\alpha(1)}$ has an important physical meaning since it represents the nonadiabatic contribution to the nuclear forces. Therefore, structural distortions in the direction of $\mathbf{d}_{\alpha(1)}$ can be interpreted as displacements in the direction of effective vibronic energy transfer throughout regions of strong NA coupling.

ES-ENM Analysis. Agreement between $\mathbf{d}_{\alpha(1)}^\mu$ and a single mode indicates an effective decoupled nuclear direction for NA energy transfer. To investigate this, the NA coupling vector $\mathbf{d}_{\alpha(1)}^\mu$ is projected on the basis set of the ES-ENM($S_0$) as

$$\mathbf{d}_{\alpha(1)}^\mu = \sum_{j=1}^{3N-6} a_j \mathbf{Q}_j$$

It is remarkable that in all cases, except NP-2, the maximum value $a_{\mu}^{\text{max}}$ corresponds to the highest frequency ES-ENM($S_0$) such that $\mathbf{d}_{\alpha(1)}^\mu \approx \mathbf{Q}_\nu^{\text{max}}$. Such high frequencies result from a large magnitude of the NA coupling vector, which changes rapidly in the direction of the crossing seam and leads to mode mixing. These modes represent convolutions of high frequency motions. The resulting displacements are sensitive to the particular form of $\mathbf{d}_{\alpha(1)}^\mu$ and involve atoms participating in $\mathbf{d}_{\alpha(1)}^\mu$ where the electron density is localized (Figures 2 and 3). The major contributions are primarily composed of in-plane benzene ring C–C stretches (NP-2) with the addition of C–C stretching in the direction of the ethylene (PPE) or vinylene (PPV) bonds (see Figure 2) combined with minor contributions from the high frequency collective C–H stretching.

Next, we make use of the locally diabatic representation. The projection of $\mathbf{d}_{\alpha(1)}^\mu$ on the basis set of the ES-ENM($S_0$) as

$$\mathbf{d}_{\alpha(1)}^\mu = \sum_{j=1}^{3N-6} a_j D_{\alpha j} B_{\alpha j} \mathbf{Q}_j$$

results in a negligible overlap with the highest frequency normal mode. The maximum $D_{\alpha j}^{\text{max}}$ and corresponding $B_{\alpha j}^{\text{max}}$ mode number and frequency $\nu$ are given in Table 1. As expected, the ES-ENM of NP-2 are unaffected by the locally diabatic
representation due to the relatively small magnitude of the NA coupling $|d^{\alpha}_{a(g-1)}|$ in that system. The participation number for the projections is given by

$$D^\alpha_{a(g-1)} \equiv \left( \frac{\sum_{j=1}^{N-6} (d^\alpha_{a_j})^4}{N-6} \right)^{1/4}$$  

(14)

This quantity represents the number of modes that contribute to the NA coupling vector. $D^\alpha_{a(g-1)} \approx 3N - 6$ corresponds to the fully delocalized $d^{\alpha}_{a(g-1)}$ with contributions from every ES-ENM(S$^\alpha$), whereas $D^\alpha_{a(g-1)} \approx 1$ corresponds to $d^{\alpha}_{a(g-1)}$ being identical to a unique ES-ENM(S$^\alpha$) corresponding ENM(S$^\alpha$), the 246th and 216th modes have the most significant perturbation in their frequencies (corresponding to $d^{\alpha}_{a(g-1)}$ and $d^{\alpha}_{a(g-1)}$ max modes). Smaller changes in modes 210–212 ES-ENM(S$^\alpha$) and 210–214 ES-ENM(S$^\alpha$) can be observed in Figure 5. Therefore, the effect of the nonadiabatic interaction between $S_\alpha$ and $S_{\alpha-1}$ is confined to only a few perturbed modes that are coupled to each other but decoupled from the other modes. Otherwise, both sets of ES-ENM are quite similar.

While the effect of NA interaction between $S_\alpha$ and $S_{\alpha-1}$ is generally confined to only a few modes at the $S_\alpha$ PES minimum, this is not true at the corresponding $S_{\alpha-1}$ minimum. In that case, $|d^{\alpha}_{a(g-1)}|$ is significantly smaller than $|d^{\alpha}_{a(g-1)}|$ max indicating that $S_\alpha$ and $S_{\alpha-1}$ are much less coupled at the $S_{\alpha-1}$ minimum. Furthermore, the participation number at the $S_{\alpha-1}$ minimum, $D^\alpha_{a(g-1)}$, is large, and the NA coupling vector is spread among several modes (see Table 1).

The correspondence between ENM(S$^\alpha$) and ES-ENM can be explored using a Duschinsky$^{58}$ linear transformation of the original ENM(S$^\alpha$). The ES-ENM(S$^\alpha$) representing $D^\alpha_{a(g-1)}$ max can be approximated by GS vibrational modes by projecting the ES-ENM(S$^\alpha$) on the basis of ENM(S$^\alpha$) $\{ Q_j \}_{i=1-N-6}$ calculated at the GS minimum as

$$D^\alpha_{Q_{\alpha}} = \sum_{j=1}^{N-6} D^\alpha_{Q_j} Q_j$$

(15)

The corresponding participation numbers

$$D^\alpha_{Q_{\alpha}} \approx \frac{\sum_{j=1}^{N-6} (b_j Q_j)^2}{N-6}$$

(16)

reported in Table 1 reveal that multiple GS modes are involved rather than one or two distinct modes as in $D^\alpha_{a(g-1)}$. The average overlap between each ES-ENM(S$^\alpha$) and its corresponding ENM(S$^\alpha$), $\langle |P_{Q_j} Q_j| \rangle$, is also given in Table 1. Both sets of modes have a similarity greater than 75%, confirming that Duschinsky rotations are not large for most of the modes. Nevertheless, the lack of a GS decoupled vibration in the direction of $D^\alpha_{Q_{\alpha}}$ highlights the weakness of simplifications, such as the classical path approximation,$^{59}$ to describe the NA process responsible for funneling energy to the lowest excited state.
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**Figure 5.** (a) Assignment and (b) variation in the frequency $|\Delta \nu|$ of the ES-ENM with respect to ES-ENM calculated at the minimum of $S_1$ (right) and $S_\alpha$ (left) for PPE.

ES-ENM(S$^\alpha$) the 246th and 216th modes have the most significant perturbation in their frequencies (corresponding to $d^{\alpha}_{a(g-1)}$ max and $d^{\alpha}_{a(g-1)}$ max modes). Smaller changes in modes 210–212 ES-ENM(S$^\alpha$) and 210–214 ES-ENM(S$^\alpha$) can be observed in Figure 5. Therefore, the effect of the nonadiabatic interaction between $S_\alpha$ and $S_{\alpha-1}$ is confined to only a few perturbed modes that are coupled to each other but decoupled from the other modes. Otherwise, both sets of ES-ENM are quite similar.

While the effect of NA interaction between $S_\alpha$ and $S_{\alpha-1}$ is generally confined to only a few modes at the $S_\alpha$ PES minimum, this is not true at the corresponding $S_{\alpha-1}$ minimum. In that case, $|d^{\alpha}_{a(g-1)}|$ is significantly smaller than $|d^{\alpha}_{a(g-1)}|$ max indicating that $S_\alpha$ and $S_{\alpha-1}$ are much less coupled at the $S_{\alpha-1}$ minimum. Furthermore, the participation number at the $S_{\alpha-1}$ minimum, $D^\alpha_{a(g-1)}$, is large, and the NA coupling vector is spread among several modes (see Table 1).

The correspondence between ENM(S$^\alpha$) and ES-ENM can be explored using a Duschinsky$^{58}$ linear transformation of the original ENM(S$^\alpha$). The ES-ENM(S$^\alpha$) representing $D^\alpha_{a(g-1)}$ max can be approximated by GS vibrational modes by projecting the ES-ENM(S$^\alpha$) on the basis of ENM(S$^\alpha$) $\{ Q_j \}_{i=1-N-6}$ calculated at the GS minimum as

$$D^\alpha_{Q_{\alpha}} = \sum_{j=1}^{N-6} D^\alpha_{Q_j} Q_j$$

(15)

The corresponding participation numbers

$$D^\alpha_{Q_{\alpha}} \approx \frac{\sum_{j=1}^{N-6} (b_j Q_j)^2}{N-6}$$

(16)

reported in Table 1 reveal that multiple GS modes are involved rather than one or two distinct modes as in $D^\alpha_{a(g-1)}$. The average overlap between each ES-ENM(S$^\alpha$) and its corresponding ENM(S$^\alpha$), $\langle |P_{Q_j} Q_j| \rangle$, is also given in Table 1. Both sets of modes have a similarity greater than 70%, confirming that Duschinsky rotations are not large for most of the modes. Nevertheless, the lack of a GS decoupled vibration in the direction of $D^\alpha_{Q_{\alpha}}$ highlights the weakness of simplifications, such as the classical path approximation,$^{59}$ to describe the NA process responsible for funneling energy to the lowest excited state.

## CONCLUSIONS

ES-ENM analysis has been performed for a set of extended conjugated molecules composed of linked chromophore units with different coupling between them. Inclusion of NA interactions in the ES-ENM calculation leads to the highest frequency adiabatic normal mode that perfectly matches the NA coupling vector. The correspondence between adiabatic ES-ENM(S$^\alpha$) and ES-ENM(S$^\alpha$) computed in a locally diabatic representation where the effect of NA interaction has been removed allows modes related to NA coupling to be easily identified. Both sets of modes are quite similar, with the exception of one or two high frequency modes related to the NA interaction. The efficient internal conversion that occurs during energy relaxation can be explained in terms of the differential participation of state-specific vibrations. The NA coupling at the “upper” $S_{\alpha}$ PES minimum is significantly strong, and unique modes contribute to the NA coupling vector indicating an effective direction for NA energy transfer decoupled from the other modes. However, NA coupling is much weaker at the “lower” $S_{\alpha-1}$ surface where the scattering of $d_{a(g-1)}$ within multiple ES-ENMs indicates reduced vibronic NA energy transfer efficiency. While Duschinsky rotations are not large for most of the modes, the ES-ENM cannot always be assigned to equivalent GS modes. Therefore, a reduced set of state-specific vibrations is responsible for intramolecular energy transfer during nonradiative relaxation. In summary, our findings encourage the development of methods suited to preferentially treat the reduced subspace of state-specific vibrations responsible for intramolecular energy transfer during electronic relaxation. Future studies are needed to address...
fundamental questions such as the effects of electronic or nuclear quantum coherence. Most significantly, the results suggest a distinct spectroscopic signature for NA interactions in molecular systems. The detection of these unique high frequency vibrational modes via time-resolved IR spectroscopy can be interpreted as evidence of NA effects. Furthermore, we propose that these modes may offer a route toward optical control by selectively driving these modes in order to promote the associated NA process.
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