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A comprehensive DFT study of a set of oligo(p-phenylene vinylene) molecules is performed to understand
the structural and electronic changes upon functionalization. These changes are rationalized within a
model considering frontier molecular orbitals of the p-conjugated system and r-bonding orbital by
which the functional group is attached to the host molecule. Two simple scalar quantum chemical
descriptors are shown to correlate with optoelectronic properties of the functionalized molecule: the
electronegativity and the relative electric dipole moment of the smallest p-closed shell subsystem con-
taining the functional group and the terminal segment of the host molecule (phenyl). Both descriptors
correlate linearly with the empirical Hammett rp constant for a set of 24 functional groups.
Comparison with available experimental data on UV–vis absorption and cyclic voltammetry is made.
Observed structural changes reflect changes in the electronic density.

� 2016 Elsevier B.V. All rights reserved.
1. Introduction

Functionalization of conjugated molecules is routinely used for
tailoring their properties for purposes of organic electronics [1] and
other applications. Due to presence of an extended p-conjugated
system, small local changes in molecular composition may lead
to large changes in physical properties of the whole molecule.
Recently [2,3] it was experimentally demonstrated that changes
in the end group of an oligo(p-phenylene vinylene) molecule
strongly influence optical properties of the oligomer. Although this
phenomenon is not novel, and functionalized conjugated mole-
cules, especially of phenylene vinylene family, have been exten-
sively investigated both theoretically (see general references
[4–7], optical spectra [8–10], nonlinear optical response [11,12],
cations [13], functionalized oligomers [14–17]) and experimentally
[18–22], the underlying mechanisms of how functionalization
changes molecular properties have been rarely analyzed on the
basis of first-principle calculations [23,24]. The present paper aims
to fill this gap for the case of linearly extended p-conjugated sys-
tems. In such systems universal relations between structural and
electronic properties emerge upon separation of electronic p-sys-
tem from the rest of the molecular orbitals (MO). In particular,
we take advantage of the detailed experimental characterization
of a set of p-phenylene vinylene oligomers [2] to perform in-depth
first-principles investigation of this system to understand and
rationalize the dependence of the molecular properties on the
functional group. The molecular structure is shown in fig. 1. Here
we refer to all the functionalized p-phenylene vinylene oligomers
with the three phenyl rings as OPV3, or R-OPV3 if a specific func-
tional group is discussed.

It should be clarified that qualitatively on a coarse grained level
we understand how functional group influences electronic proper-
ties of the host molecule. The question addressed here is to quan-
tify this influence and analyze multitude of tiny yet robust
fingerprints in the host molecule. In particular, it is useful to have
a single molecular descriptor correlating with the changes of elec-
tronic properties upon functionalization. The problem is that com-
binations of basic electronic descriptors such as ionization
potential (IP) and electron affinity (EA) of a functional group, either
as radical or hydrogen-passivated, do not correlate with electronic
properties of the functionalized OPV3 (see Supporting Information,
Fig. S1). At the other hand, good statistical correlation can always
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be achieved through cheminformatics using large enough set of
empirical or quantum chemical descriptors [25]. Of them, the so
called Hammett rp constant [25–27] is expected to be an appropri-
ate scalar empirical descriptor for OPV3 and similar systems [28],
since it reflects changes of the ionization constant for benzoic acid
upon para-substitution. However, being empirical it is not readily
available on demand [29], and also physical insight will be missed
in this approach. There are many quantum chemical descriptors
correlating with rp [27,30–32]. We need to determine one which
best fits the stated goals, namely: be easy to calculate and straight-
forward to measure (to be not specific to calculation method) as
well as have direct relation to electronic changes in an extended
p-conjugated host molecule. Existing studies in this direction are
rather limited. For example, in Ref. [23] a simple formula for pre-
dicting the dipole moment of donor-bridge-acceptor systems is
proposed based on electronegativity and polarizability of the donor
and acceptor; however, in the original formulation it is not applica-
ble to a one-side functionalization, predicting zero dipole.

A close inspection of the molecule shown in Fig. 1 suggests that
multiple elementary descriptors are needed to describe electronic
density changes upon functionalization, which cause the observed
modification of optoelectronic properties. Indeed, the lowest opti-
cally active excited state of an oligo(p-phenylene vinylene) is
attributed to the p� p� transition [5]. Therefore the energies of
p-HOMO and p-LUMO of the functional group, or any other orbi-
tals resonant with the frontier orbitals of the host molecule, deter-
mine the changes in the electronic properties of the molecule upon
functionalization. Also, since the functional group is attached
through a r-bond, the energies of the corresponding atomic orbi-
tals determine charge redistribution along the bond. Additionally,
the p- and r-couplings between the attached group and the host
molecule influence the amplitude of the changes. Therefore, phys-
ical quantities correlating with global charge redistribution across
the bridging bond should be proper descriptors of electronic prop-
erties, in full accordance with previous studies [31,29,30].

The practical aspect of the present investigation is to put a solid
quantitative basis for the above speculations. In a broad context,
understanding of relationships between properties of a composite
molecule and its fragments is an important tool for rational design
of materials such as, for example, used in organic solar cells
[33–35].
Fig. 1. (a) Functionalized oligo(p-phenylene vinylene) molecule. Available exper-
imental data [2] are for R = H, Me, Br, NH2, COOH, NO2. (b) Essential molecular
orbitals bridging the functional group and the host molecule. (c) Calculated
geometry for NO2-functionalized molecule (NO2-OPV3).
The paper is organized as follows. In the next section we discuss
the computational methodology. Then we determine the proper
molecular descriptor of electronic properties, followed by a theo-
retical analysis of the descriptor and electronic properties of a
functionalized molecule. Finally we present and discuss our results
of Density Functional Theory (DFT) calculations for ground,
charged (cation/anion), and excited states. We rationalize every
notable change in structural and electronic properties of a mole-
cule upon functionalization. Also we compare performance of dif-
ferent computational methods to the available experimental
data. Cross-references to Supporting Information have prefix ‘‘S”.
2. Computational methodology

2.1. DFT calculations

Due to a large size of the studied molecules, the most appropri-
ate theoretical tool for studying their properties is DFT and TDDFT
(Time Dependent Density Functional Theory). Since the choice of
the density functional is critical, different functionals are applied
here. In particular for conjugated molecules the use of hybrid func-
tionals is almost imperative [36]. Among the hybrids we test three
different kinds of functionals: B3LYP [37,38], CAM-B3LYP [39], and
xB97X [40], see their brief description in Table S10 (Supporting
Information). The first one is the most commonly used for organic
molecules [36,41]. The last one is the long-range corrected func-
tional: it is free of the self-interaction error. The CAM-B3LYP is a
compromise between the established performance of B3LYP for a
large class of molecules and the ever-increasing evidence of
B3LYP failure due to its wrong long-range asymptotics. Hence,
we use the CAM-B3LYP functional as default. For the studied mole-
cules, it best fits the Koopman’s theorem [42,43], Table 4.

All calculations are performed with 6-31G** basis set. Other
basis sets are selectively considered for comparison with a detailed
report given in Section S14. This includes 6-31G and 6-31G*, which
together with 6-31G** are known to provide good description of
molecular energies and geometries [36,41]. Because most of the
results for 6-31G** and 6-31G* sets are visually indistinguishable,
their comparison is given in Supporting Information. Other same-
size basis sets considered are DGDZVP2 [44], Def2SVP [45], and
cc-pVDZ as implemented in Gaussian [46]. Among them, the more
commonly used cc-pVDZ is compared in the main text, whereas
results for the other two sets are given in Section S14.

The available experimental data were measured in a solution.
To model the electrostatic effects of a solvent we use the CPCM
conductor-like polarizable continuum model [47–49]. All the
experimental data are also compared to the results for the PCM sol-
vation model [47]; negligible difference from the CPCM calcula-
tions is observed. To consider nonelectrostatic solvation effects
we use SMD model (as implemented in Gaussian 09 program
[50,51]), which is parametrized for ground state calculations only
[51,52].

Absorption and emission spectra are calculated for molecular
geometries optimized in ground and excited states, respectively.
Spectra are represented as vertical excitations through the set of
transition energies and corresponding oscillator strengths. To
match the experimental spectral profile (see Fig. S12), the obtained
spectral lines are broadened with the Gaussian function. Because of
the highly anharmonic potential energy surface (PES) for dihedrals,
vibrationally resolved spectra are not calculated. The influence of a
solvent is taken into account in both linear response (LR) [53] and
state specific (SS) [54] approaches.

Charged states and electronic excitations are characterized by
natural orbitals (NO) and natural transition orbitals (NTO) [55],
respectively, which can be directly compared with molecular
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orbitals (MO) of the neutral molecule in its ground state. Geometry
optimization of charged and excited states is carried out starting
from the optimized geometry of the ground state. All the
calculations are performed in the Gaussian 09 program, Revision
D.01 [50].

2.2. Analysis of the geometry

Backbone of OPV3 molecules consists of three benzene rings
connected through vinyl chains. The resulting structure is highly
flexible, and multiple conformations are possible. In order to find
the most energetically favorable conformation, molecular dynamic
simulation for all the molecules is carried out. TINKER package [56]
with MM3 force field [57] is applied. Calculations are performed at
room temperature, for 100 ps. A 360-degree rotation of the ben-
zene rings and the interconnecting vinyl groups is observed. A
few conformations within 0.2 eV energy range are obtained
through optimization of molecular dynamics snapshots (first by
MM3 and then by CAM-B3LYP). These conformations differ by
the dihedrals at vinyl chains and the orientation OMe groups. In
particular, the four lowest-energy conformations of H-OPV3 mole-
cule differs by dihedrals only, with the energy difference between
them less than 25 meV. The lowest conformation is globally
twisted as in pure p-phenylene vinylene oligomers [58]. For
NO2-OPV3 only this configuration of dihedrals is observed.
Conformations with rotated OMe groups start to appear at 0.1 eV.
Electronic properties of various conformations differ insignifi-
cantly. In particular, the calculated peak positions of the absorption
spectra differ by less than 0.05 eV. That is why only the lowest
energy conformation is studied here (it is shown in Fig. 1).

Two geometrical parameters of conjugated polymers are very
sensitive to changes in electronic density (and thus to the choice
of the density functional [59]): bond length alternation between
single and double bonds (BLA) [5,10], and dihedrals at single bonds
[24]. Each vinyl group has one BLA and two dihedrals associated
with it. In the excited or charged (cationic or anionic) states there
are nonzero BLAs associated with phenyl rings. All these geometri-
cal parameters used in the present work are shown in fig. 1a. In
particular b1, shown near the double bond, is the difference
between the half-sum of the lengths of the adjacent single bonds
and the length of the double bond. The other three BLAs are
defined in the same way. Parameter d1, shown near the single
bond, is the dihedral created by this bond and two adjacent bonds
such that its value is closer to zero rather than to 180�. The other
three dihedrals are defined in the same way, so that, for example,
if all the dihedrals have the same sign then the whole molecule is
twisted in one direction.

2.3. Analysis of experimental UV–vis absorption and
photoluminescence spectra

Experimental UV–vis absorption spectra [2] measured in the
wavelength bins as a function IðkÞ such that

R
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absorbed photons. This function is converted to the transition
spectral density by the formula f ðEÞ � IðkÞk3, where E ¼ 2p�hc=k.
Then the first peak of f ðEÞ is fitted by the spectral density of a single
quantum mode
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f ðEÞdE is the normalization constant, r is the linewidth

due to vibrational (classical modes) and inhomogeneous broaden-
ing, EQ � �hxQ and SQ are the energy and Huang–Rhys factor of
the quantum mode [60,8], and EC � Evert � SQEQ , where Evert is the
vertical transition energy. The same approach is used for treating
photoluminescence spectra, in this case f ðEÞ � IðkÞk5. Technical
details are given in Section S3 and thus estimated parameters are
listed in Table S3.

2.4. Molecular descriptor and theoretical analysis of functionalization

Following the above introductory notes, several descriptors are
tested theoretically using a set of 24 functional groups listed in
Table S1. All the descriptors are based on easy to calculate proper-
ties of these groups (radicals or hydrogen passivated) and of func-
tionalized phenyl (model system), namely, HOMO/LUMO energies
and dipole moment. Hammett rp parameter is included as a refer-
ence. After identifying a set of descriptors providing the best statis-
tical fit, a single descriptor is chosen for analysis of experimental
data and DFT calculations of functionalized OPV3, in particular as
horizontal axis in figures and leading column in tables.

To provide a physical insight into the functionalization, we use
a variant of molecular orbital (MO) theory [61] based on localized
MO (Kohn–Sham orbitals). In this approach we obtain two sets of
MOs fully separated between two molecular fragments connected
via a single bond, plus a pair of bonding and antibonding MOs cor-
responding to that bond. Technically, to get localized MOs we use
natural bond orbital (NBO) analysis [62] as implemented in Gaus-
sian 09 program [50]. Here the choice of localization method is not
critical, while NBO is an appropriate approach for separating the
bridging r-bonding and anti-bonding MOs from the rest of MOs
well localized on one of the two molecular fragments. Interfrag-
ment orbital interactions are considered within the second order
perturbation theory [62,61,63]. In particular, charge transfer is cal-
culated by the formula Dn ¼ 2t2=De2, where t and De are electron
transfer integral and energy difference between a pair of interact-
ing MOs. The total interfragment charge transfer calculated in our
approach lies in between the values calculated from Mulliken and
natural charges. Other details including wave-function and energy
of localized MOs as well as list of strongest orbital interactions are
given in Section S8 and Supplementary files. A more transparent
though less accurate analysis based on semiempirical PM6 calcula-
tions [64,65] is given in Section S7.
3. Results and discussion

3.1. Molecular descriptor

Out of several descriptors considered, two show good statistical
correlations. The first one is the electronegativity of the model sys-
tem (functional group attached to phenyl). For the sake of compu-
tational efficiency we will use a relevant quantity,
v ¼ �ðEHOMO þ ELUMOÞ=2, which differs from ðIPþ EAÞ=2 for the
studied molecules by tens of meV (see Fig. S20). The second is
the relative dipole moment of the model system, ddk, which is
the difference between dipole moments of the model system (dk)
and hydrogen passivated functional group projected along the
bridging bond and centered at this bond for charged species. The
results of correlation analysis of these descriptors is given in
Table 1 and Fig. 2. Both electronegativity and relative dipole
moment as well as Hammett rp constant can be used as descrip-
tors of electronic properties for R-OPV3 system. Of them we will
use the relative dipole moment since it calculable and best corre-
lates with empirical rp.

Importantly, both electronegativity and dipole moment, being
scalar descriptors calculated for the model system, can be repre-
sented through multiple descriptors of the functional group itself.
For electronegativity it is obvious [61], for dipole moment it is
demonstrated in Section S6. In development of this idea, in Table 2
we have collected values of the descriptors and some results of MO



Table 1
Statistical analysis of correlations between descriptors and properties of functionalized OPV3 in terms of the coefficient of determination R2 for the test set of 24 molecules listed
in Table S1. In ‘‘neutral” subset charged species are excluded, in ‘‘small” subset extended p-conjugated molecules are excluded (Vi, Ph, Th, Py). All correlations are linear except for
the last two properties where quadratic fit is used. See also the correlation plots in Fig. 2.

Property Subset rp ddk dk v

rp Full 1 .93 .32 .68
rp Neutral 1 .92 .57 .87
rp Small 1 .95 .85 .88

Dipole moment Neutral .72 .75 .97 .79
IP Neutral .86 .87 .81 .85
EA Neutral .84 .86 .66 .95
Excitation energy Small .83 .89 .52 .85
Solvatochromic shift Small .67 .74 .38 .86

Fig. 2. Correlation plots between the relative model dipole moment ddk and (a) empirical Hammett rp constant, (b) calculated energy of the first excited state of
functionalized OPV3 molecule (quadratic fit is used). The charged species are marked by cross, extended p-conjugated systems are marked by asterisk, the rest of the
molecules are used in the statistical fit and are marked by circle. The standard deviation for residues is denoted by r. Other correlation plots are given in Fig. S3.
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analysis of several representative model systems including the six
groups with available experimental data in R-OPV3 molecule. The
main independent degrees of freedom are values of charge transfer
through the bridging r-bond, Dnr, and between p-systems of the
functional group and phenyl, Dnp. Several combinations of the sign
and amount of transfer along these two channels are possible,
composing different kinds of functionalization indistinguishable
when using a scalar descriptor.

3.2. Electronic structure of the ground state

Frontier molecular orbitals of all the considered molecules
belong to the p-conjugated system. HOMO and LUMO for all
the functional groups studied in Ref. [2] are shown inFig. 3a. The
wave-function pattern on the host molecule is essentially the same
Table 2
Descriptors and results of fragment MO analysis of the studied functional groups attached
Here D� is the HOMO energy upshift (+) or LUMO downshift (�) relative to benzene and D
through-bond transfer and p denoting dominant donor–acceptor transfer between p-MOs

Group rp ddk (D) dv (eV)

p-PH2 �0.23 �0.92
NH2 �0.66 �1.91 �0.76
Me �0.17 �0.34 �0.17
H 0 0 0
Br 0.23 0.79 0.14
COOH 0.45 1.23 0.88
BH2 1.66 1.13
NO2 0.78 1.83 1.69
for all the HOMOs and all the LUMOs, justifying the use of the per-
turbation theory in the theoretical analysis. The global deformation
of the frontier orbitals is mainly due to redistribution of the elec-
tronic density. It correlates well with the x-component of the elec-
tric dipole moment due to the electrostatics argument: a positive
moment draws HOMO to the right and LUMO to the left. The cor-
relation of the dipole moment with the descriptor ddk is illustrated
in Fig. 4. The same trends are observed for the shifts of the IP/EA
upon functionalization as shown in Fig. 5a.

To understand how functionalization changes the electronic
properties of the ground state, we consider each functional group
listed in Fig. 1 individually. In particular, NH2 has no p-LUMO
(see Fig. S9). Therefore the p-electrons are drawn in one direction:
from the HOMO of NH2 to the LUMO of the host molecule (see also
Table 2). Yet there is a reverse charge flow within the r-bond
to phenyl (model system), with BH2 and hypothetical planar-PH2 added to discussion.
n is the charge transfer from functional group to phenyl with superscript r denoting
.

D� (eV) Dnp (e) Dnr (e) Dn (e)

+2.0 +0.13 +0.05 +0.12
+1.2 +0.13 �0.14 +0.05
+0.2 +0.02 0.00 +0.03
0 0 +0.11 +0.11
+0.6 +0.05 �0.10 �0.01
�1.1 �0.07 �0.01 �0.01
�1.8 �0.12 +0.13 �0.07
�1.6 �0.06 �0.20 �0.18



Fig. 3. (a) HOMO and LUMO in vacuum. Molecules are sorted by the descriptor ddk . (b) Comparison of different natural orbitals for NO2-OPV3 molecule. Here GS/CS/ES means
the state at which the geometry is optimized: G = Ground, C = Charged (cation for hole, anion for electron), E = Excited; NO-ES means NO for excited state density; nh=e is the
occupation of the frontier orbitals; Dn2 is the deviation of the occupation of the sub-frontier orbitals from 0 or 2. Calculations are performed in vacuo unless a solvent is
specified (acn = acetonitrile). See also Section S9 for the same set of orbitals calculated for different functional groups and density functionals.

Fig. 4. Calculated dipole moments in vacuo and in chloroform (clf). Here only
x-component is shown, see Fig. S23 for the absolute values. On the abscissa the
value of ddk of the functional group is plotted except for the leftmost and rightmost
tickmarks.
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because the nitrogen in NH2 is more electronegative than the car-
bon in the phenyl. The net charge balance is close to zero, but
because the p-system is delocalized, a large net dipole moment
is directed toward the amino group.

The HOMO of the molecule (the first row in Fig. 3a) is the anti-
bonding superposition of the nitrogen’s pz-orbital and the HOMO
of the host molecule (the third row in Fig. 3a), deformed by the
net electric field of the molecule. Because the p-LUMO is absent
on NH2, the LUMO of the host molecule hybridizes with the nitro-
gen’s pz-orbital which is the HOMO of NH2. Both the HOMO and the
LUMO combinations are antibonding with the large p-coupling
(see tp in Table S4), resulting in the strong upshift of the energies
of these orbitals relative to H-OPV3 case. The LUMO shift is smaller
than the HOMO shift because the composing orbitals are out of res-
onance. The overall downshift of MOs due to the increased attrac-
tive potential of the combined fragments downscales the upshifts
to the numbers shown in Fig. 5a.

Bromine is isovalent with NH2. However the bromine atom is
much larger than the nitrogen leading to a much weaker p-cou-
pling. This results in a small charge transfer within the p-system.
This can be seen for the LUMO of the Br-OPV3 molecule: it has zero
weight on the bromine (see Fig. 3a). Also, both HOMO and LUMO
on the host molecule are visually identical to those of the hydro-
gen-ended molecule. Therefore the dipole moment is determined
mainly by the charge redistribution within the r-bond: being more
electronegative the bromine pulls on the electronic density (see
also Table 2).

The case of Me is more intricate because the p-orbitals hybri-
dize with the rest of the orbitals through the sp3-carbon. But
because the formal p-electronegativities of Me and Ph are compa-
rable, the charge distribution is determined mainly by the r-bond.
This results in a small dipole directed towards the methyl group.
The HOMO and LUMO levels of the host molecule lie well inside
the p-gap of the hydrogen passivated Me. Therefore HOMO and
LUMO are only slightly perturbed by the methyl group, as we
observe in Fig. 3a.

The HOMO of the NO2 group has zero weight on the nitrogen.
Therefore the p-electrons are drawn from the HOMO of the host
molecule to the LUMO of the NO2. The charge flow within the
bridging r-bond has the same direction. This charge redistribution,
together with the large co-aligned dipole moment of the NO2 group
alone, results in a huge dipole of the NO2-OPV3 molecule. The
HOMO is only slightly perturbed because of zero weight of the
fragment HOMO on the nitrogen, see Fig. S7. Its energy downshift
is due to the increased attractive potential of the combined frag-
ments. The LUMO is the bonding combination of the LUMOs of
the fragments deformed by the net electric field of the molecule.
That is why a substantial downshift of the LUMO energy is
observed in Fig. 5a. COOH differs from the NO2 only quantitatively
due to absence of charge transfer through r-bond (see Table 2).



Fig. 5. (a) IP/EA shifts (in vacuo) relative to H-OPV3. (b) Experimental (cyclic voltammetry in acetonitrile) vs. predicted IP. The abscissa tickmarks correspond to values of ddk
of the functional groups.
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Overall, changes in electronic properties upon functionalization
are determined by an interplay of charge transfer through r-bond
and p-system and correlate well with the proposed descriptors in
full accordance with Table 2.
3.3. Structural properties of the ground state

The changes in the electronic properties described above are
reflected in the structural changes. The most sensitive geometrical
parameters are BLAs and dihedrals. The driving force for BLA is the
charge density wave (bond order wave) [5]. For a vinyl group, the
HOMO is localized on double bonds, whereas the LUMO is localized
on single bonds (see Fig. 3a for MO wave-functions). Therefore if
the electronic density is drawn from the HOMO or towards the
LUMO, the BLA b1 (or b0

1) decreases. This robust trend is clearly
observed in Fig. 6a: functionalization destroys the perfect ‘‘half-fill-
ing” of the conjugated systems and both b1 and b0

1 decrease.
There is also an important BLA associated with a phenyl ring: b2

(or b0
2). In the ground state of H-OPV3 molecule b2 ¼ 0:007 Å. The

rules for this BLA are opposite to those for b1: it increases with
the population of the phenyl’s LUMO or depopulation of phenyl’s
HOMO in full correspondence with the wave-function pattern
(Fig. 3a) related to a pronounced Raman-active mode (Fig. S17)
[10]. Therefore joining two phenyl rings leads to partial occupa-
tion/deoccupation of their LUMOs/HOMOs resulting in a positive
b2 for H-OPV3. For the same reason functionalization further
increases this BLA up to b0

2 ¼ 0:016 Å for NH2-OPV3.
Fig. 6. Calculated geometrical parameters: (a) BLA for the two vinyl groups for four dif
The case of dihedrals is more intricate. The driving force pla-
narizing dihedrals is the p-conjugation. That is why a vinyl group
itself is almost flat, whereas its single bond links are often nonpla-
nar. Therefore a strengthening of a single bond planarizes the dihe-
dral if other relevant forces, e.g. steric interactions, remain
unchanged. Consequently, dihedrals usually decrease upon func-
tionalization, in full correspondence with DFT calculations in
Fig. 6b.
3.4. Charged (cationic and anionic) states

The natural orbital analysis of NO2-OPV3 anion, see Fig. 3b,
shows that an extra electron occupying LUMO does not change this
orbital in vacuum (electron NO � LUMO). In a polar solvent the
electron NO is largely deformed by a self-consistent field of the sol-
vent and the solute. The nature of this deformation is the same as
for the corresponding LUMO: the solvent reaction field screens out
electrostatic interactions thus allowing for larger shift of the elec-
tron density towards the electronegative amino group. The trends
in the hole NO are qualitatively the same (hole NO � HOMO).
Therefore the analysis of HOMO/LUMO changes upon functional-
ization made for the ground neutral state is valid for the corre-
sponding NO of the charged molecule.

The geometry of a charged state is nearly planar due to the
same effect as discussed above for explaining Fig. 6b: when an
electron is placed at the p-LUMO or removed from the p-HOMO
the bond order wave is suppressed, thus strengthening single
ferent relaxed states; (b) ground state geometry dihedrals. See Fig. 1 for notations.
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bonds. This results in a decrease of all the dihedrals as well as the
vinyl BLAs b1 and b0

1, see Fig. 6a. The dependence of these BLAs on
the functional group follows the redistribution of the extra charge,
so that the sum b1 þ b0

1 is nearly constant. For example, the COOH
group of anion draws the negative extra charge, increasing the
electronic density on the single bonds of the left vinyl group (see
Fig. 3a), and thus decreasing the b0

1. At the same time this redistri-
bution increases the b1.

The case of NO2-OPV3 anion is special: here the electronic den-
sity is substantially drawn out of OPV3 towards NO2 (even in the
ground state the sum of natural charges [62] on NO2 is �0:3). As
a result, b0

1 does not follow the monotonic trend in Fig. 6a (and
Fig. S17).

Finally, we compare the IP measured by the cyclic voltammetry
[2] with the calculated values, see Fig. 5b. The comparison shows
the overall agreement between experiment and theory, except
for Br-OPV3 which abnormally high value of oxidation potential
requires an additional experimental investigation.

3.5. Excited states and UV–vis absorption

Experimental UV–vis absorption spectra show a well-resolved
first absorption band followed by a less prominent second band
[2]. Simulated spectra fully reproduce this picture as well as the
overall spectral shape, see Fig. S12. TDDFT calculations attribute
the first band to a single electronic transition with the large oscil-
lator strength (1.6–1.9), while analysis of NTOs identifies it as
HOMO to LUMO p� p� transition [2]. In what follows we will focus
on this transition, common for light emitting conjugated polymers
[5].

The shift of the first excitation energy upon functionalization is
shown in Fig. 7a. The dependence on the functional group is well
reproduced by TDDFT calculations and correlates with ddk descrip-
tor. This dependence can be understood from Fig. 5a (IP/EA),
because the optical gap for the considered system has linear corre-
lation with the charge gap, see Fig. S3.

In homogeneous p-conjugated systems, such as H-OPV3, the
few-atoms-averaged electronic density of the HOMO is the same
as of the LUMO [5], so that the average density does not change sig-
nificantly upon the HOMO–LUMO excitation. In contrast, for polar
R-OPV3 molecules with essential redistribution of the electronic
density between frontier MOs of the functional group and the
host molecule the electronic density changes dramatically upon
the HOMO–LUMO excitation resulting in a pronounced
Fig. 7. (a) Experimental (UV–vis absorption in chloroform) vs. predicted first vertical ex
have poor reproducibility due to intermolecular aggregation, the data from four differen
solvatochromism [66,2,3]. The above changes can be traced by
the electric dipole moment shown in Fig. 4. According to this figure
for NH2, COOH, NO2 we observe a large dipole in the ground state
as well as its large change upon excitation, whereas for Me and Br
the change is much smaller compared to the value of the ground
state dipole. This fact is easy to understand by the MO analysis:
the p-system of the host molecule is undisturbed by Br or Me
because of a small p-coupling (Br) or non-resonant conditions
(Me).

Finally, we compare the calculated vibronic couplings with the
results of a single quantum mode fit to the experimental absorp-
tion spectra. The latter give the energy of the quantum mode in
the range of 0.17–0.20 eV, and the Huang–Rhys factor in the range
of 0.7–1. As we already mentioned the highly anharmonic PES for
dihedrals as well as the strong mode coupling between these libra-
tions and BLA-changing modes prevent a quantitative vibronic
analysis based on the harmonic expansion of PES around the
ground state using the default CAM-B3LYP density functional.
Therefore we use B3LYP functional, for which the ground state
geometry is planar. Also, B3LYP gives correct vibronic progression
for OPV2 (stilbene) and OPV5, slightly underestimating the vibro-
nic couplings [9]. The calculations for H-OPV3 (see Fig. S15) show
the group of strongly coupled quantum modes in the range of
0.15–0.21 eV with the total Huang–Rhys factor 0.7. That is fully
consistent with the experimental data.
3.6. Relaxed exciton and fluorescence

All the molecules studied in Ref. [2] are fluorescent in a dilute
solution, which is attributed to the emission from the lowest
excited singlet [2]. The next excited state is dark but is upshifted
by more than 0.5 eV. In particular, for NO2-OPV3 this state corre-
sponds to the excitation fully localized on the functional group.
The nature of the lowest excited state does not change upon geom-
etry relaxation from the ground state, compare for example NTO/
GS and NTO/ES of NO2-OPV3 in Fig. 3b. For this reason, instead of
discussing emission energy, it is more informative to consider
Stokes shift defined as the difference between vertical excitation
and deexcitation energies for the ground and excited state geome-
tries respectively. Both calculated and measured Stokes shifts show
weak dependence on functional group without a clear pattern, see
Fig. 7b.

The geometry of the relaxed excited state is planar; the vinyl
BLAs are much smaller than in the ground state geometry, see
citation energy. (b) Stokes shifts (in chloroform). The fluorescence spectra for NO2

t measurements are marked by the boxes.



Fig. 8. Calculated exciton binding energy with relaxed geometries for all the states.
The solvents are represented via their reaction field factor ð�� 1Þ=ð�þ 1=2Þ, where
� is the static dielectric constant. Abbreviations: clf = chloroform, acn = acetonitrile.
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Fig. 6a. These trends are identical to those for the charged states. In
fact, BLAs for the exciton in Fig. 6a is a superposition of BLAs for the
charged states (see also Fig. S17). The large geometrical relaxation
results in large Stokes shifts. The analysis of the experimental spec-
tra (see Table S3) shows that half of the Stokes shift is due to a
quantum mode. This mode is ubiquitous for conjugated molecules
and involves collective C–C stretching in a pattern similar to BLA
[8]. Another half is due to low-frequency modes including
librations.

In addition to changing excitation energy, functionalization
changes also the transition dipole, especially pronounced upon
charge separation. In particular, the mentioned partial charge
transfer in NO2-OPV3 anion is also observed for the first excited
state. Indeed, the corresponding hole NO (the last row in Fig. 3b)
changes dramatically on the left six atoms, adopting the shape of
NO2 LUMO. This implies that the wave-function is a superposition
of the pure HOMO–LUMO excitation (nh=e ¼ 1=1) and pure charge
transfer state (nh=e ¼ 2=0). In addition to a partial intramolecular
charge transfer, for polar molecules in polar solvents an inter-
molecular charge transfer is energetically favorable, according to
the total energy calculations presented in Fig. 8. This results in a
strong quenching of photoluminescence upon the solute aggrega-
tion [2,3,67].

Overall, the nature of the lowest excited state of OPV3 molecule
does not change upon functionalization by p-closed shell groups. It
is an interacting electron–hole pair [5]. Consequently, observed
trends can be understood by modification of HOMO, LUMO, and
electron–hole interaction between them. As a result we observe
the same parabola-shaped dependence of the excitation energy
upon ddk as for the charge gap (IP–EA).
Table 3
Two-sided functionalization. Here Eacn

bind is the exciton binding energy in acetonitrile, DEacn
exc is

including the Stokes shift DEemi
abs and the x-component of the dipole moment in the geome

R R
0

EA (eV) IP (eV) Eexc (eV) DEea

H H 0.46 6.21 3.52 0.59
H NH2 0.31 5.84 3.46 0.61
NO2 H 1.16 6.52 3.30 0.54
NO2 NH2 1.00 6.10 3.20 0.55
By additivity 1.01 6.16 3.24 0.56
NO2 NO2 1.55 6.86 3.23 0.53
By additivity 1.86 6.84 3.08 0.48
3.7. Two-sided functionalization

Two-sided functionalization gives more flexibility in tailoring
molecular properties. We consider a set of R-OPV3-R

0
molecules,

where the second functional group, R
0
, is attached to the rightmost

carbon in Fig. 1. There are two basic options: push–pull (R = accep-
tor, R

0
= donor) and symmetric (R = R

0
) functionalization. In the first

case, see Table 3, properties of R-OPV3-R
0
molecule combine the

properties of R-OPV3 and OPV3-R
0
molecules additively [24], that

is for a property P the following identity holds:
PðR � OPV3� R0Þ � PðR � OPV3Þ þ PðOPV3� R0Þ � PðOPV3Þ. In the
symmetric case the additivity holds only for IP and dipole
moments (zero by symmetry). The other properties depend on
the LUMO energy, which does not change additively upon the
attachment of the second NO2. 3b provides the explanation: the
electron density of the LUMO is heavily depleted on the rightmost
ring of NO2-OPV3 molecule, to which the second NO2 is attached.

Note that NO2 group can be twisted in excited and negatively
charged states [68]. This effect is not observed for molecules stud-
ied here. In particular, for NO2-OPV3-NH2 the twisted geometry is
stationary but is 0.8 eV higher in energy than the planar one.
3.8. Methods assessment

Using available experimental data we assess the performance of
different density functionals, basis sets, and solvation models. First,
we discuss density functionals. The calculated BLAs and dihedrals
for H-OPV3 are given in Table 4. Because the geometry for the stud-
ied molecules has not been measured experimentally, we mention
published experimental data for vinyl BLAs and dihedrals in pure
oligo and poly(p-phenylene vinylenes). In a crystal the experimen-
tal values for BLA are 0.134–0.144 Å for OPV2 [69], 0.18–0.27 Å for
OPV5 [70]. Dihedrals in crystals of oligomers prefer buckling geom-
etry (phenyl rings are coplanar) due to geometrical constraints,
with angles ranging from 0 to 7� [69,70]. In polymers, the distribu-
tion of dihedrals is much broader [71]. In a gas phase the observed
dihedrals for stilbene have flat distribution with angles of up to 30�

[72].
Based on Table 4, IPs in Fig. 5b, excitation energies in Fig. 7a,

and Stokes shifts in Fig. 7b, we conclude that CAM-B3LYP and
xB97X functionals give reasonable geometrical parameters and
dependencies on the functional group for the whole set of data,
whereas B3LYP is rather inaccurate for all the datasets. The errors
correlate with the deviation from the Koopman’s theorem identity
IPþ EHOMO ¼ 0 [42,43,73] (see also Fig. S18). Interestingly, B3LYP
gives very good estimates of the lowest excitation energy for phe-
nylene vinylene family of molecules [11,9], however the observed
functional group dependence (see Fig. 7) is very inaccurate.

The other computed properties (no experiment available) show
the same trend: B3LYP results differ significantly from those calcu-
lated by the two long-range corrected functionals. In particular, for
the exciton binding energy both CAM-B3LYP and x B97X give
nearly the same values within 0.05 eV, whereas B3LYP estimates
the solvatochromic shift (LR approach); all other quantities are calculated in vacuum
trically relaxed excited state dexc

x .

mi
bs (eV) Eacnbind (eV) DEacnexc (eV) dx (D) dexcx (D)

0.32 0.13 0 0
0.24 0.14 �2.3 �7.3
�0.12 0.20 +6.4 +13.4
�0.28 0.20 +9.0 +21.2
�0.21 0.21 +8.8 +20.6
0.22 0.23 0 0
�0.57 0.27 0 0



Table 4
Dependence of calculated properties of H-OPV3 molecule on density functional and basis set: geometrical parameters BLA b1 and dihedral d1 (in vacuum), deviations from
experiment for IP in acetonitrile and excitation energy in chloroform, deviations from the Koopman’s identities dIP ¼ IPþ EHOMO and dv ¼ ðIPþ EAþ EHOMO þ ELUMOÞ=2 (ground
state geometry in vacuum).

Method b1 (Å) d1ð�Þ DIP (eV) DEexc (eV) dIP (eV) dv (meV)

B3LYP 0.112 14 �0.61 �0.40 1.24 10
CAM-B3LYP 0.126 20 �0.41 0.16 0.29 �8
xB97X 0.133 24 �0.25 0.44 �0.46 �29

6-31G 0.122 13 �0.32 0.19 0.31 �4
cc-pVDZ 0.125 11 �0.30 �0.01 0.27 �8
DGDZVP2 0.125 0 �0.15 �0.06 0.27 �9
Def2SVP 0.124 0 �0.23 �0.01 0.28 �7
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are higher by up to 0.5 eV. The largest discrepancy between differ-
ent density functionals is for electric dipole moments in the excited
state, see Fig. 4. It originates from the overestimated by B3LYP
charge transfer character of this state [74]. The effect is especially
pronounced for NO2-OPV3 molecule: CAM-B3LYP predicts a partial
charge transfer to NO2 group due to HOMO–LUMO transition
(nh=e ¼ 1:1=0:9 in the last row of Fig. 3), whereas B3LYP predicts
a larger charge transfer due to HOMO–LUMO mixing
(nh=e ¼ 1:6=0:4 with both natural orbitals containing NO2 LUMO
as shown in Table S9).

The sensitivity of the calculated data to the basis set is not as
dramatic as to the density functional: the differences in all the
computed energies are within 0.1–0.15 eV from the median, see
also Section S14. More importantly, the relative differences (with
respect to functional group) are even smaller except for 6-31G
basis. Consequently, no preference can be given in our study to
any of considered same-size basis sets from the point of view of
accuracy. The difference between 6-31G* and 6-31G** is inessential,
so that the use of the smaller one is reasonable for p-conjugated
molecules with aliphatic side-chains commonly present in solu-
tion-processed materials [1]. The use of the smaller 6-31G basis
is acceptable for preliminary calculations and for large molecules
when basis set size is critical. The dependence of dIP of H-OPV3
molecule at cc-pVDZ geometry on basis set size is smooth and
weak: cc-pVDZ 0.273, cc-pVTZ 0.247, cc-pVQZ 0.240, cc-pV5Z
0.235 (all in eV).

Among polarizable continuum solvation models, CPCM gives
essentially the same computed values for our dataset as more
sophisticated PCM (in the present paper we do not study the
dependence on solvent). The SMD model should be more accurate
in predicting IP, because it considers nonelectrostatic effects more
accurately, which are expected to be significant for the considered
molecules. Indeed they are large: more than 0.2 eV, see Fig. 5b. Sur-
prisingly, SMD corrections only increase the discrepancy with the
measured IP.

The excited state solvation is more intricate because SS and LR
approaches describe different solvent effects: the former thor-
oughly treats electrostatic effects, whereas the latter partially takes
into account both electrostatic and dispersive interactions [75].
Based on the UV–vis absorption spectra (Fig. 7a) it is hard to judge
which approach is better at reproducing the experimental data. For
emission, LR approach is strictly speaking not applicable, hence the
comparison of Stokes shifts (Fig. 7b) gives a clear preference to SS
treatment. However, if computational time matters, LR approach
can be used for calculating emission spectra because the difference
with SS results is less than 0.1 eV, that is within the accuracy of
current DFT methods.
4. Conclusions

In summary, a comprehensive (TD) DFT study supplemented by
in-depth MO analysis is performed to understand and quantify
structural and electronic changes in oligo(p-phenylene vinylene)
molecules upon functionalization. Our calculations are in a good
agreement with the experimental data [2]. In particular, the use
of a higher level of theoretical analysis compared to Ref. [2] allows
us to confirm the suggested there assignment of the high-energy
photoluminescence band to the fluorescence of individual mole-
cules (the other band is attributed to aggregates [2]).

Two scalar quantum chemical descriptors are shown to
correlate with optoelectronic properties of functionalized OPV3:
electronegativity and relative dipole moment of a minimal
p-closed-shell fragment of the OPV3 molecule to which the
functional group is attached. Since that fragment is phenyl in a
para-substitution pattern, both descriptors correlate linearly with
the empirical Hammett rp constant. The theoretical analysis shows
that these scalar descriptors defined for the model system, can be
represented via multiple descriptors of the functional group itself.
It is naturally to expect that this rule is applied for other extended
p-conjugated systems, namely: a scalar quantum chemical
descriptor is to be searched not for a functional group itself but
for a minimal p-closed-shell fragment containing the group.

Using a set of available experimental data, an assessment of
density functionals, small basis sets, and solvation models is made.
The performance of the density functionals correlates well with the
calculated IP + HOMO and EA + LUMO, the former should be zero
for an exact DFT. In practice this means that at least two different
density functionals with the opposite values of IP + HOMO and EA +
LUMO should be used in calculations. Then the difference in the
computed values can serve as a measure of uncertainty of these
values.

All considered small basis sets show nearly the same depen-
dence of calculated properties upon functionalization, so that the
smaller one, 6-31G*, can be reliably used for calculation of opto-
electronic properties of extended p-conjugated molecules.

The comparison of SMD solvation model with PCM/CPCM mod-
els shows that nonelectrostatic solvent effects are large (0.2 eV).
But, surprisingly, the corrections of SMD model increase the
difference between the calculated and measured IP (cyclic
voltammetry). For excitations, LR and SS approaches differ by less
than 0.1 eV. For absorption no preference can be given to any of
them.
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