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ABSTRACT: Five different Density Functional Theory
(DFT) models (ranging from pure GGA to long-range-
corrected hybrid functionals) were used to study computa-
tionally the nature of the self-trapped electronic states in
oligophenylene vinylenes. The electronic excitations in
question include the lowest singlet (S1) and triplet (T1

†)
excitons (calculated using Time Dependent DFT (TD-DFT)
method), positive (P+) and negative (P−) polarons, and the
lowest triplet (T1) states (computed with the Self-Consistent
Field (SCF) scheme). The polaron formation (spatial
localization of excitations) is observed only with the use of
range-corrected hybrid DFT models including long-range
electronic exchange interactions. The extent of localization for
all studied excitations is found to be invariant with respect to the size of the oligomer chain in their corresponding optimal
geometries. We have analyzed the interdependence between the extent of the geometrical distortion and the localization of the
orbital and spin density, and have observed that the localization of the P+ and P− charged species is quite sensitive to solvent
polarization effects and the character of the DFT functional used, rather than the structural deformations. In contrast, the
localization of neutral states, S1 and T1

†, is found to follow the structural distortions. Notably, T1 excitation obtained with the
mean field SCF approach is always strongly localized in range-corrected hybrid DFT models. The molecular orbital energetics of
these excitations was further investigated to identify the relationship between state localization and the corresponding orbital
structure. A characteristic stabilization (destabilization) of occupied (virtual) orbitals is observed in hybrid DFT models,
compared to tight-binding model-like orbital filling in semilocal GGA functionals. The molecular and natural orbital
representation allows visualization of the spatial extent of the underlying electronic states. In terms of stabilization energies,
neutral excitons have higher binding energies compared to charged excitations. In contrast, the polaronic species exhibit the
highest solvation energies among all electronic states studied.

■ INTRODUCTION

Polymeric optoelectronic devices using semiconducting films of
π-conjugated polymers are in much demand these days because
of a variety of electronic and photonic applications in organic
light emitting diodes,1,2 solar cells,3−5 lasers,6,7 and field-effect
transistors.8,9 Investigations are being carried out to understand
the operation of these devices, governed by the nature of the
photoexcitations and the injection, transport, and recombina-
tion of charge carriers in the organic conjugated materials.10

Three kinds of excitation processes play a vital role in the
development of organic optoelectronic devices11: charge
transfer by an electron or a hole, and excitonic energy transfer
following the recombination of the electron and the hole,
producing singlet and triplet excitations. The determination of
the spatial extent of their structural and electronic wave
function is vital for the detailed knowledge of the dynamics of
the excitonic states.12−16 It is, however, necessary to investigate

the ultrafast relaxation processes required in understanding the
interplay between the efficient nonradiative transfer between
excited states and the exciton dissociation into free electrons
and holes (or polarons) giving rise to the photocurrent in
semiconducting polymers.17,18 Among all the polymers, the
photophysical properties of PPV [poly (p-phenylene vinylene)]
and its derivatives have been extensively studied because of
their mechanical flexibility, simple and potential low-cost
fabrication, superior luminescent properties,19,20 and availability
of extensive experimental measurements.21−23

Several experimental24−26 and theoretical studies27−30

performed earlier have highlighted the diffusion and mobility
properties for excitons and polarons in substituted PPVs.
Calculations have predicted the self-trapping of the electronic
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excitations due to vibrational relaxation.31−34 Also, neutral and
charged excitation processes have been studied using time-
dependent density functional theory (TD-DFT) for determin-
ing the electro-optical properties of PPV light emitting
diodes.35 The excitonic and polaronic sizes were found to be
strongly dependent on the amount of orbital exchange included
in the DFT functionals.36−38 Norton et al.39 studied the
polarization effects on localized charge carriers using quantum
mechanical/molecular mechanical (QM/MM) methods with a
polarizable force field treating the environment as a dielectric
continuum. However, Dykstra et al.12 demonstrated, via
semiempirical methods, the localization of the excitons as due
to the dynamic relaxation in 2-methoxy-5-(2′-ethyl-hexyloxy)-
p-phenylenevinylene (MEH-PPV). In our previous communi-
cation,40 we benchmarked the ability of the current functional
approximations to describe the extent of the self-trapped
neutral and charged electronic excitations for MEH-PPV. We
reported the significant role played by the amount of long-
range orbital exchange in the density functional and the
surrounding dielectric environment in studying the spatial
confinement of these wave functions in agreement with several
experimental and theoretical studies.22,31,33,41−43 In particular,
only DFT models carrying a significant portion of orbital
exchange are able to reproduce the recent experimental
observation41 that the polaronic spin density in MEH-PPV is
spread roughly only over 10 C−H bonds (2−3 repeat units),
which is consistent with an earlier experimental estimate (∼4
phenyl rings)43 obtained via electron−nuclear double reso-
nance (ENDOR) studies. The range-corrected functional LC-
wPBE with full orbital exchange at long-range predicted
localized polaron formation in both the presence and the
absence of the polarizable medium whereas the half-and-half
functional BHandHLYP produces significant localization in
charged polymers only in the presence of a dielectric
environment. A time-dependent study for the excited electronic
states has laid emphasis on the role played by the Coulomb
interactions in the localization of the polarons and excitons.44

Recently Sai et al.45 predicted polaron formation in perfect
molecular crystals by tuning the fraction of exact exchange in
hybrid DFT by first principles. A previous study46 of the impact
of various theoretical methods on the geometric and electronic
properties of unsubstituted oligo (phenylene vinylene) (OPV)
radical cations has exposed a sensitivity on the choice of the
method rather than on the molecular structure. Zojer et al.47

have investigated the geometry relaxation effects following the
electronic excitations to locate the regions of the strongest
rearrangement of the electron density in conjugated organic
molecules. Further, polaron formation has been observed in the
presence of a polarizing environment in a nonadiabatic study of
exciton dissociation in PPV oligomers.48 Frolov et al.49

spectroscopically investigated properties of the π−π* tran-
sitions in PPV derivatives in the photoinduced absorption
bands.
All these studies performed in the past indicate two distinct

origins leading to self-localization (or self-trapping) of
electronic excitations in low-dimensional semiconducting
polymers. First of all, distortion of molecular geometry may
create a spatially localized potential energy well where the state
wave function self-traps. Second, even in the absence of
geometric relaxation and vibrational dynamics, the electronic
excitation may become spatially confined due to energy
stabilization caused by polarization effects from the surrounding
dielectric medium. This motivated us to conduct a detailed first

principle study of oligo (phenylene vinylene) derivatives aiming
to separate these two fundamental sources of spatial local-
ization. This is important for understanding excited-state
dynamics and charge-transfer properties of excitons and
polarons in polymeric materials.
In this paper, we present a study of five different excited

states of the PPV oligomer, calculated with a broad spectrum of
computational tools. Building on our previous communica-
tion,40 which has emphasized the importance of long-range
corrections for the proper description of these excitations, here
we examine in detail the interplay of geometrical distortion and
polarization on the delocalization of these electronic states in
reference to the excited state localization, binding energy,
molecular orbital structure, and solvation energy.

■ COMPUTATIONAL METHODOLOGY

We study the ground state S0 (charge = 0, spin = 0), positive
polaron P+ (charge = +1, spin = 1/2), negative polaron P−

(charge = −1, spin = 1/2), first triplet T1 (charge = 0, spin = 1),
first singlet S1 (charge = 0, spin = 0), and first triplet T1

†

(charge = 0, spin = 1) excited states for a ten-repeat-unit MEH-
PPV oligomer in its trans-isomeric geometrical form unless
otherwise mentioned. In our model, the side-chain groups
OC8H17 in MEH-PPV have been replaced by OCH3 to speed
up the quantum calculations. Every repeat unit consists of a
phenyl ring attached to a vinyl linkage. The two terminal rings
share the same vinyl bridge. Cationic P+ and anionic P− species
correspond to the presence of a hole and an electron on the
chain, respectively. Optimal geometries and energetics of P+,
P−, and T1 states are obtained using the standard self-consistent
force (SCF) scheme, whereas T1

† and S1 are calculated using
TD-DFT methodology. In particular, this allows us to compare
properties of the first triplet state obtained with two different
computational techniques: the variational mean-field SCF
approach for a given spin state (denoted as T1) and the TD-
DFT method for calculating the triplet state (denoted as T1

†)
via single-particle excitations from the reference ground state
S0.
A moderately polar solvent, acetonitrile (ε = 35.7), is

included in this study via the conductor-like polarizable
continuum model (CPCM) as implemented in the Gaussian09
software package50 to mimic the polymer’s highly polarizable
dielectric environment. Even though this may be an over-
estimation of the dielectric constant of PPV,51 the effects of this
dielectric medium throughout our study are minor, and the
conclusions are the same as for the simulations in gas phase. All
computations have been performed using the Gaussian09
suite50 and the 6-31G* basis set. Fully relaxed geometries of all
the six electronic states (S0, P

+, P−, T1, S1, and T1
†) are studied

at five different DFT levels without imposing any symmetry
constraints. These DFT levels are composed of different
exchange-correlation (XC) functionals, namely, PBE52 (a = 0),
B3LYP53 (a = 20), BHandHLYP53 (a = 50), CAM-B3LYP54 (a
= 20−65), and LC-wPBE55 (a = 0−100), where parameter a is
the fraction of Hartree−Fock (HF) exchange in the XC
functional given as

= + − +E aE a E E(1 )XC X
HF

X
GGA

C
GGA

(1)

The long-range-corrected functionals behave as the typical
hybrid or generalized gradient approximation (GGA) at short-
range. However, they have an increasing HF component at
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longer distances up to a maximum value, 65% for CAM-B3LYP
and 100% for LC-wPBE.
Comparison of bond length alternations56 (BLAs) and

electronic density distributions37,57 in conjugated organic
polymers is useful in understanding the factors governing
localization in them. On one hand, BLA predicts the degree of
structural deformation and, thus, confinement of the state wave
function arising due to the distortion during geometry
relaxation. However, the electron density distribution directly
signifies spatial confinement of this wave function on the
distorted or undistorted geometry. To quantify two distinct
origins of excitation localization and to explore the interrelation
between them, we calculate the electronic density at PBE and
LC-wPBE levels for both uniform and distorted geometries
separately. In our previous publication,40 we observed that the
long-range-corrected LC-wPBE exhibited clear structural and
electronic localization in contrast to the pure GGA functional
PBE. Long-range-corrected hybrid functionals have been shown
to predict the BLAs and charge-transfer excitations in π-
conjugated materials.58,59 To investigate the effect of geometry
distortion on the electronic localization we show the electronic
calculations at PBE level for both PBE and LC-wPBE optimized

geometries. Similarly, the LC-wPBE level of calculation for both
these geometries allows us to infer the influence of the
delocalized geometry on the localization of the electronic wave
function. The Mulliken atomic spin densities (difference in the
spin of electrons in alpha and beta molecular orbitals, MOs)
integrated over each repeat unit for all the SCF excitations are
used to measure the delocalization of the electronic state for
polaronic states, and the same analysis on the natural transition
orbitals60 (NTOs) of a hole or electron yields information
about the localization of excited states in neutral TD-DFT
excitations. Since the hole and electron orbital wave functions
show similar delocalization properties (in the absence of
charge-transfer states in these polymeric chains) the average of
the two is analyzed. The spin and orbital densities for all these
excitations are normalized to unity for a fair comparison.

■ RESULTS AND DISCUSSION

Figure 1 summarizes the effect of the DFT model on the
localization properties of electronic excitations by showing the
distribution of the Mulliken atomic spin density (electronic
density per repeat unit) along the chain for a ten-repeat-unit
MEH-PPV oligomer. In Figure 1 we have used a composite

Figure 1. Electronic density per repeat unit (a.u.) of the MEH-PPV oligomer consisting of 10 repeat units computed at PBE//PBE, PBE//LC-
wPBE, LC-wPBE//PBE, and LC-wPBE//LC-wPBE levels using a 6-31G* basis set for five electronic states: positive (P+) and negative (P−)
polarons, the first triplet (T1) excited state obtained using the SCF scheme, and the first triplet (T1

†) and singlet (S1) excitons calculated using TD-
DFT methodology. Plotted are the Mulliken atomic spin densities (spin per unit) integrated over each repeat unit for P+, P−, and T1 states, and the
average population densities of the NTOs for the hole and electron (orbital density per unit) for T1

† and S1 excitations. The spin and orbital
densities are normalized to unit for fair comparison and are calculated using the first functional in the legend in their corresponding fully relaxed
geometries optimized with the second functional.
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notation “functional1//functional2” that indicates, first the DFT
models used for the calculation of the spin (or orbital) density,
and second the functional used to obtain the geometry of the
molecule. Previously we found40 that semilocal PBE and range-
corrected LC-wPBE functionals result in “uniform” and
“distorted” optimal geometries, respectively, corresponding to
delocalized and localized excitation. Here we observe that the
P+ polaron spin density calculated using the PBE (LC-wPBE)
model in vacuum remains delocalized (localized) irrespective of
what geometry one uses (see Figure 1). Consequently, the
localization of the P+ charged state is driven by the character of
the functional rather than by structural distortions. Compared
to an isolated molecule, the localization of the P+ excitation
increases when polarizable dielectric medium effects are

included in the calculations. The P− excitation behaves very
much as P+. Thus, particle-hole symmetry is conserved in a
uniform all-trans MEH-PPV oligomer, and the LC-wPBE
model always localizes this excitation. However, the geometry
distortion at the LC-wPBE optimal geometry is local and strong
(the respective BLA becomes negative40), so that the T1 state
becomes localized even at the PBE level when the LC-wPBE
optimal geometry is used (Figure 1). Triplet state localization
calculated with the TD-DFT approach shows the same trend as
the calculation at the mean-field SCF level. Notably, local-
ization properties of the first excited state S1 calculated using
TD-DFT seem to be similar to those of the P+ state (except a
slightly larger size). However, this conclusion is not justified
since in this case the end effects appear and calculations of

Figure 2. Electronic density per repeat unit (a.u.) of the MEH-PPV oligomer consisting of 10 repeat units for all the excitations (T1, P
+, P−, T1

†, and
S1) in ground state (S0) geometry (top panel) and their corresponding native geometries (bottom panel) calculated at the LC-wPBE level using a 6-
31G* basis. Both vacuum (left) and solvent (right) calculations are shown. Plotted electronic density has been calculated as specified in the caption
to Figure 1.

Figure 3. Characteristic size of calculated electronic excitations (S1, T1
†, P+, P−, and T1) defined as the full width at half-maximum (fwhm) in terms

of the repeat units in MEH-PPV oligomers of different lengths calculated at the LC-wPBE level. The x-axis label of this figure describes the geometry
in a common bracket with the number of repeat units of the polymer as a subscript, and the medium (V and S stand for vacuum and solvent,
respectively).
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larger oligomers are necessary (see the discussion below). The
calculations for neutral T1, T1

†, and S1 excitations in a dielectric
medium are not shown in Figure 1 as they offer no substantial
effect on their localization properties.
Figure 2 explores the effect of the geometry relaxation on the

localization of the state wave function calculated for the ten-
repeat-unit MEH-PPV oligomer. Plotted are spin (for SCF
calculations) and orbital (for TD-DFT calculations) electronic
densities for all excitations (T1, P

+, P−, T1
†, and S1) in the

ground state S0 “uniform” geometry (top row) and in their
corresponding native optimal “distorted” geometries (bottom
panel) as calculated at LC-wPBE level. In vacuum, we observe
that T1 is much more localized than P+ and P−a more
quantitative measure of localization/delocalization is given in

Figure 3. The P+ localization is similar to that of P−. The T1

state computed with the SCF is much more localized compared
to T1

†. This difference in results between SCF and TD-DFT
calculations is discussed below. The S1 state exhibits the least
tendency to localize among them all. Further addition of a
polarizable medium (solvent) into the calculation localizes the
charged (P+ and P−) species but has no effect on the neutral
(T1, T1

†, S1) states. The bottom panels in Figure 2 display the
electronic localization of the excitations under study in their
corresponding relaxed native geometries. Comparing top and
bottom panels we see that the geometry relaxation has no
influence on the T1, P

+, and P− excitations since they are
already strongly localized at the undistorted S0 geometry.
However, the T1

† and S1 states calculated with TD-DFT are

Figure 4. Density of Kohn−Sham states of a MEH-PPV oligomer composed of 10 repeat units computed using various functional models with a 6-
31G* basis set for the S0, T1, P

+, and P− states calculated using SCF. The alpha (α) and beta (β) molecular orbitals (MOs) of each spin state are
shown separately (represented by the same color). The darker (lighter) shades in the figure correspond to the occupied (O) and virtual (V) orbitals,
respectively. Both vacuum (left) and solvent (right) calculations are shown.
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found to be much more localized in their corresponding native
geometries than in the S0 state: the S1 state being nearly as
localized as P+ and P−, whereas T1

† localization coincides with
that of T1. This indicates a significant localization effect
associated with geometry distortion for the neutral T1

† and S1
excitations within the TD-DFT framework. Given strong
localization of all states, the solvent effects are minimal in
their corresponding relaxed geometries (Figure 2). A figure
similar to Figure 2 calculated at the BHandHLYP level is shown
in the Supporting Information, Figure 1S emphasizing the
generality of our observations.
The localization properties predicted by the LC-wPBE

functional in terms of the characteristic size of the electronic
excitations for S0 and corresponding native geometries in
vacuum and solvent are summarized in Figure 3 for 10 and 20
repeat units of the MEH-PPV oligomer. This size is defined as
the full width at half-maximum (fwhm) in terms of the repeat
units of the electronic density plots of the polymer chain. The
triplet state T1 exhibits the highest localization for all states
considered in Figure 3 being insensitive to the chain length,
solvent, and geometric distortion. Polarization of the medium
plays an important role in the localization of the charged (P+

and P−) species, while distortions of geometry have smaller
effects. It is clearly evident from Figure 3 that the singlet state
S1 is more delocalized than the triplet state T1 for all cases as
one would expect because of the Pauli repulsion of the two
electrons occupying the same orbital. It is also observed in the
Karabunarliev et al.33 study and argued to be due to the absence
of repulsive spin-exchange between the electron and the hole.
As expected, the localization sizes do not depend on the
oligomer length for all calculations of T1, P

+, and P− excitations
performed at the mean-field SCF level. However, the situation
is different for TD-DFT calculations of T1

† and S1 states. We
observe a strong increase of T1

† size at the uniform ground
state S0 geometry when doubling the size of the oligomer from
10 to 20 repeat units, which is drastically different from the
SCF results for the T1 state. This difference can be attributed to
the fact that, for a uniform geometry, TD-DFT builds the
excited state wave function by an equal weight superposition of

the single-particle excitations from the ground state along the
chain (i.e., the delocalization of T1

† state would monotonically
grow with the chain length).46,61 In contrast, the mean-field
construct automatically limits the spatial extent of a spin to
fewer than two repeat units. However, it is important that
geometry distortion is local and one has a strongly localized
triplet state at the TD-DFT level. Namely, triplets T1 and T1

†

do show the same extent of localization in their corresponding
native geometries, demonstrating consistency between SCF and
TD-DFT modeling. Calculations of the first singlet excitation
S1 with the TD-DFT approach show trends similar to T1

†

modeling. Notably, the dielectric medium slightly increases S1
localization for native geometry (exciton self-trapping).
We further examine the density of single-particle states

(Kohn−Sham orbitals) for all SCF calculations (S0, T1, P
+, and

P−) in their corresponding native geometries calculated at the
PBE, B3LYP, BHandHLYP, CAM-B3LYP, and LC-wPBE levels
in Figure 4. Calculation of ground state S0 shows a typical
highest occupied molecular orbital (HOMO) to lowest
unoccupied molecular orbital (LUMO) gap between occupied
and valence space growing with an increase of the orbital
exchange in the functional model. In the semilocal PBE
framework, all excitations (T1, P

+, and P−) are formed by
filling/emptying the respective orbitals with minimal change in
the relative orbital energetics. For example, the T1 state is
obtained by promoting an electron from the β HOMO to the α
LUMO. Thus, pure/semilocal DFT behaves as a typical tight-
binding model with no electronic orbital relaxation effects.
Calculation of charged species P+ (P−) in vacuum leads to
stabilization (destabilization) of the entire orbital manifold as
evidenced by shifts down (up) in Figure 4 (left column).
Notably, calculations of P+ and P− in the solvent environment
strictly align their HOMO−LUMO gaps with the respective
neutral species S0 and T1 (Figure 4, right column). In addition,
the solvent leads to a slight increase in the band gap for the
charged (P+ and P−) excitations as compared to their respective
counterparts in the vacuum. This is consistent with earlier DFT
results on the effect of polarization functions on large systems
with π-conjugation.62,63 Adding a fractional amount of

Figure 5. Density of Kohn−Sham orbitals for S0, T1, P
+, and P− states of the MEH-PPV oligomer composed of 10 repeat units computed at the LC-

wPBE/6-31G* level for the S0 state geometry (left panel) and their corresponding native optimal geometries (right panel). The alpha (α) and beta
(β) molecular orbitals (MOs) of spin states are shown separately (represented by the same color). The darker (lighter) shades in the figure
correspond to the occupied (O) and virtual (V) orbitals, respectively. Both vacuum (top panel) and solvent (bottom panel) calculations are shown.
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Hartree−Fock (HF) orbital exchange into the DFT functional
results in a well-pronounced electronic orbital relaxation, that
is, the singly occupied state shifts down toward the occupied
manifold whereas the singly unoccupied state moves up toward
the valence manifold. The solvent enhances this stabilization.
Consequently, for a range-corrected LC-wPBE model (with
100% of asymptotic exchange) calculations of T1 in solvent, (n
+ 1) α and (n − 1) β occupied orbitals become well aligned and
well separated from the respective virtual orbitals. Calculations
at the same level of the charged state P+ (P−) lead to the
appearance of a single unoccupied (occupied) state located
close to the midgap. This is a typical picture of polaron
energetics emerging from solid-state models.30,64,65 Optical
transitions emerging after creating charge carriers are attributed
to such states and have been extensively explored via ultrafast
pump−probe spectroscopy.23,49,66
Figure 5 elucidates the effects of geometry relaxation on the

energy band picture for these (S0, T1, P
+, and P−) states

calculated at the LC-wPBE level. As shown in our previous
publication40 compared to the S0 uniform geometry, the BLA
parameter calculated with the LC-wPBE functional is locally
reduced in the middle of the molecule at the respective native
optimal geometry indicating excitation self-trapping. This
distortion increases from the S1 state to charged P+ and P−

species, and to even inverted (negative) BLA for the T1
excitation. Such strong geometry distortion for the T1 state
manifests itself by a visible orbital relaxation of the midgap
singly occupied α and empty β levels in the S0 geometry toward
the respective occupied and virtual manifolds at the native
geometry. In contrast, positions of Kohn−Sham orbitals are not
significantly affected by geometry relaxation for charged states
P+ and P−. Compared to vacuum, the solvent environment
aligns the band-gaps of charged excitations with the neutral
ones and further facilitates the orbital relaxation. Supporting
Information, Figure 2S displays similar plots obtained for the
other 3 functionals, PBE, B3LYP, and CAM-B3LYP (only
vacuum calculations are shown), illustrating a monotonic
reduction of the orbital relaxation with decrease of the orbital
exchange fraction in the DFT kernel.
This analysis of the orbital energetics allows us to rationalize

trends in the excitation binding energies due to geometry
relaxation (Table 1) and solvation energies (Table 2). Table 1
summarizes the binding energies calculated for the 10 repeat
unit MEH-PPV oligomer for all excitations (T1, P

+, P−, S1, and
T1

†) under study at various DFT levels both in vacuum and in
solvent. Binding energy is defined as the difference between the

total energy of the excitation in the neutral (S0) geometry and
that in its fully relaxed configuration (denoted as X). Binding
energy is an important parameter controlling the charge
transport in conjugated polymers.67 Overall, we observe a
gradual increase in the energy with the percent of HF exchange
in the functionals for all excitations (Table 1). The semilocal
PBE model with zero HF exchange produces the lowest, heavily
underestimated energies among all,68,69 whereas the LC-wPBE
functional with full HF exchange at the long-range reports the
highest energies. The values calculated at BHandHLYP with
50% HF exchange and coulomb attenuated CAM-B3LYP are
almost the same. Addition of a dielectric medium does not have
a significant effect on these energies. At the LC-wPBE level, the
binding energy of the triplet state T1 is the largest, reflecting
significant electronic orbital relaxation (Figure 4) due to large
geometry distortion. Binding energies for the P+, P−, and S1
excitations are about the same. Notably, binding energies for
the T1

† excitation calculated using TD-DFT with functionals
with high fraction of orbital exchange (BHandHLYP, CAM-
B3LYP, and LC-wPBE) are not meaningful because of the
negative excitation energies from the S0 state (marked in the
italic red). This is a manifestation of the well-known triplet
instability first observed in the time-dependent Hartree−Fock
methodology, which also appears in TD-DFT for hybrid
functionals with large amount of HF exchange, as studied in
detail elsewhere.58 These problems arise when a spin-
contaminated unrestricted Kohn−Sham solution becomes

Table 1. Binding Energies of the 10 Repeat Unit MEH-PPV Oligomer for All the SCF (T1, P
+ and P−) and TD-DFT (S1 and

T1
†) Excitations under Study at Five Different XC Functionalsa, Both in Vacuum (V) and Solvent (S)

Binding Energy [E(S0,X) − E(X,X)] (eV)

excitation (X)

T1 P+ P‑ S1 T1
†

V S V S V S V S V S

PBE 0.10 0.10 0.03 0.03 0.04 0.04 0.06 0.06 0.10 0.10
B3LYP 0.30 0.29 0.05 0.06 0.06 0.07 0.13 0.14 0.20 0.20
BHandHLYP 0.67 0.66 0.11 0.18 0.11 0.19 0.18 0.19 1.39 1.38
CAM-B3LYP 0.63 0.62 0.14 0.17 0.14 0.19 0.17 0.17 1.31 1.29
LC-wPBE 1.01 0.99 0.29 0.26 0.31 0.28 0.30 0.30 1.81 1.80

aXC functionals: PBE, B3LYP, BHandHLYP, CAM-B3LYP, and LC-wPBE. The difference between the total energy of the excitation (X) in S0
geometry and that in its corresponding fully relaxed geometry is reported. Binding energies in italics are not meaningful because of the negative
excitation energies from the S0 state attributed to the orbital instabilities introduced with higher HF exchange.

Table 2. Solvation Energies of the 10 Repeat Units of the
MEH-PPV Oligomer for All the SCF (T1, P

+ and P−) and
TD-DFT (S1 and T1

†) Excitations under Study at Five
Different XC Functionalsa

Solvation Energy [E(S0,XV) − E(S0,XS)] (eV)

excitation (X)

T1 P+ P‑ S1 T1
†

PBE 1.65 1.85 2.68 1.68 1.65
B3LYP 1.57 1.82 2.64 1.61 1.56
BHandHLYP 1.66 2.10 2.95 1.71 1.63
CAM-B3LYP 1.59 2.11 2.93 1.64 1.58
LC-wPBE 1.78 2.46 3.35 1.83 1.75

aXC functionals: PBE, B3LYP, BHandHLYP, CAM-B3LYP, and LC-
wPBE. The difference between the total energy of the excitation (X) in
vacuum and that in the solvent is reported. Both these energies are
calculated in the S0 geometry.
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lower in energy than the respective restricted closed-shell
solution.58

Table 2 reports the solvation energies for the 10 repeat unit
MEH-PPV oligomer for all excitations (T1, P

+, P−, S1, and T1
†)

under study calculated at various DFT levels. This quantity is
defined as the difference between the total energy of the
excitation in vacuum and that in the solvent, both calculated
using the S0 geometry. Overall solvation energies are significant,
varying from 1.5 to 3 eV across the set. Their values gradually
increase with an increase of the fraction of orbital exchange in
the functional owing to a larger solvent stabilization of more
localized states. The solvation energies for the polaronic species
P+ and P− are markedly higher than those for neutral ones (T1,
S1, and T1

†) because of the orbital alignment effect shown in
Figure 4.
Figure 6 displays the characteristic HOMO and LUMO

orbitals for S0, T1, P
+, and P− states in their corresponding

native geometries calculated using the LC-wPBE model in the
presence of the solvent. For all the states but S0, the highest
energy valence state belongs to α orbitals whereas the lowest
energy conduction state to the β orbitals. We observe the
HOMO and the LUMO for S0 to be delocalized throughout the
oligomer whereas those for the T1 state become completely
localized because of a significant geometry distortion. The α
HOMO of P− represents a localized state of a negative polaron,
whereas the β LUMO orbital is delocalized. The situation is
reversed for P+ excitation, where the β LUMO represents a
polaronic state. A similar plot, but for calculations in vacuum
presented in the Supporting Information, Figure 3S, shows that
the solvent does not change the form/delocalization of the
orbitals.
Finally, orbital analysis of electronic excitations can be

conducted using the natural orbital (NO) representation for
the singly occupied electronic levels as shown in Figure 7 for
T1, P

+, and P− excitations calculated at the LC-wPBE level in
the presence of the polarizable dielectric medium. These NOs
are defined as the eigenfunctions of the spinless one-particle
electron density matrix. The T1 state has only two orbitals with
a single occupation as shown in the figure whereas P+ and P−

have only one NO with unit occupation. These plots visually
show that the localization of the T1 state is more pronounced
compared to P+ or P− excitations. Similar plots obtained for
calculations in vacuum are shown in the Supporting
Information, Figure 4S.

■ CONCLUSIONS
In summary, we presented a detailed computational study and
analysis of the energetics and spatial delocalization of significant
electronic states in conjugated oligomers (phenylene vinyl-
enes), thus providing a deeper understanding of the physics
controlling localized excitations in organic electronic materials
for technological applications. Use of the long-range-corrected
DFT functionals, such as LC-wPBE, is found to be crucial to
predict physically correct spatial localization of all electronic
excitations considered. In these models, we observe that the
electronic localization of charged P+ and P− states is mostly
decided by polarization properties of the surrounding media,
while exhibiting lesser dependence on the molecular geometry.
However, localization of the neutral S1 and T1 (T1

†) states is
weakly dependent on polarization. For these excitations, the
self-trapping of their electronic wave functions mostly follows
the lattice distortion when the TD-DFT methodology is used.
In particular, TD-DFT calculated S1 and T1

† excitations are

found to be strongly delocalized along the oligomer chain at the
uniform ground state S0 geometry, owing to the nonvariational
construction of the excited state wave function. In contrast,
mean-field calculated P+, P−, and T1 states are always spatially
localized even in the S0 geometry, independent of the oligomer
length used. Polaron P+ and P− formation is signified by the
presence of localized states for the hole or the electron deep
inside the HOMO−LUMO gap of the oligomer because of the
orbital stabilization at the LC-wPBE level. The broadening of
the HOMO−LUMO band gap for the T1 exciton compared to
the charged (P+ and P−) states is associated with the inverted
bond length alternation observed at this level. Neutral excitons
have higher binding energies than polarons. However, the
trends observed for solvation energies are completely reversed.

Figure 6. Characteristic HOMO and LUMO molecular orbitals of S0,
T1, P+, and P− states in their corresponding native geometries
calculated at the LC-wPBE/6-31G* level in the presence of solvent for
the MEH-PPV oligomer composed of 10 repeat units. For all states
but S0, the HOMO and LUMO represent alpha (α) and beta (β)
electrons, respectively.
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LC-wPBE predicts the highest binding and solvation energies
compared to other DFT levels used in this study. Thus, our
investigation allows one to choose an appropriate electronic
structure methodology and provides an analysis of the essential
electronic excitations controlling energy-transfer and charge-
transport processes in opto-electronic devices.
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