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1. INTRODUCTION

Rapid advances in chemical synthesis and fabrication
techniques have led to a boost in manufacturing and design
of novel nanostructured materials that exhibit unique and often
unforeseen properties.1,2 One of the greatest advantages of
these nanosystems is the ability to control their electronic and
optical properties through the sample’s size, shape, and
topology utilizing a broad variety of organic and inorganic
materials. This tunability together with a very small size and a
relatively low fabrication cost open new ways to exploit
nanostructures as the main building blocks in next generation
technologies ranging from electronics and photovoltaics to
biology and medicine. Semiconductor colloidal quantum dots
(QDs),3 single-walled carbon nanotubes (SWNTs),4 and
conjugated polymers (CPs), also called organic semiconduc-
tors,5 are the most common examples of low-dimensional
nanostructured materials. In recent decades, they have been the
targets of many experimental, theoretical, and technological
investigations. Photophysical properties and their sensitivity to
the structural disorder and surface effects of these three types of
nanomaterials are overviewed in this Review with the main
focus on their theoretical description at the atomistic level.

1.1. Confinement Effects in Carbon-Based and Inorganic
Nanomaterials

Dimensionality and dielectric permittivity are general descrip-
tors critically affecting electronic properties of these materials.
The QD, or a nanocrystal, is made from an inorganic
semiconductor crystal a few nanometers in size. While QDs
typically have a roughly spherical shape, cylindrical (nanorods),
oblate and prolate elliptical, and rectangular shapes have been
also broadly explored.6 In their inner (core) part, the QD
remains structurally identical to the bulk crystal.7 Therefore, the
electronic structure of QDs holds partially the features of the
electronic structure of the parent bulk material. The nanometer
scale of a QD leads to its zero-dimensionality (0-D). SWNTs
and isolated chains of CPs represent quasi one-dimensional (1-
D) nanostructures with low dielectric constant (ε ≤ 10), as
compared, for example, to that of conventional semiconductors
(10 < ε ≤ 100). SWNTs can be thought of as a one-atom-thick
layer of graphite rolled into long rigid cylinders a few
nanometers in diameter. The honeycomb-like structure of
connected C6 rings with the sp2-bond character provides a
scaffold for the π-conjugation of SWNTs and highly delocalized
nature of electrons. Likewise, delocalized π-electrons is a main
feature of CPs, where the carbon−carbon bonds have varying
π-electronic density as reflected in their triple-, double-, and
single-like bond character. A common key feature of any
nanosystem is a quantum confinement defined by its
dimensionality, a major factor determining the underlining
electronic structure and photophysics. For example, in 0-D
semiconductor QDs, the electronic excitation confinement is
determined by the QD’s size. This results in a band gap and an
optical gap to be strongly dependent on the QD diameter D
(∼1/D2 as hinted by a simple particle in a spherical box
picture). Thus, the energy gap increases as the QD size
decreases.3,7 Similarly, due to the quantum confinement,8 the
optical gap of isolated chains of CPs is blue-shifted with
decrease of their conjugated length given by the oligomer’s
length or a characteristic segment length of the polymer.
Because of circumferential confinement, the energy gap of a
semiconductor SWNT is roughly inversely proportional to its
diameter.9 However, the direction of the tube’s rolling, a chiral

vector (n,m), defines whether a nanotube has a metal or a
semiconductor-like electronic structure and a specific value of
its band gap.4 Moreover, many other complex factors such as
surface chemistry, structural disorder, and interfacial inter-
actions also affect electronic properties of individual QDs,
SWNTs, and CPs. These factors usually define electronic
functionalities of nanostructures in device setting (e.g., light
harvesting and carrier transport in the form of excitons, charges,
and spins), providing a plethora of synthetic means to achieve
desired properties.

1.2. Sensitivity of Photophysics of Quantum Dots to
Surface Chemistry

It is established that photophysics of QDs is extremely sensitive
to their surface chemistry and chemical environment, resulting
in bleaching (luminescence intensity degrades over time) and
blinking (fluorescence intermittency); all of these create
technical problems for practical applications of QDs in solid-
state lighting, optical amplifiers, and fluorescent biolabels10 and
sensors.11 The QD consists of the core preserving structure of
its parent bulk crystal, surface atoms in the outer shell with
morphology distinct from the bulk,12,13 and organic ligand
surface layer naturally passivating unsaturated chemical bonds
forming during QD synthesis in a solution comprised of special
surfactants.14 While the core is responsible for the main
physical properties of the QD determined by its bulk crystal
structure and the confinement effect, the surface layer perturbs
these properties. Passivating ligands are fundamental for
enhancing the solubility and reducing chemical reactivity of
the QDs, while strongly affecting the electronic and
spectroscopic properties of the materials. The high surface-to-
volume ratio of QDs and imperfect surface passivation, mainly
determined by various types of ligands and partial surface
coverage, lead to impurities and defects. The latter adds the
manifold of additional surface states and trap states to the
electronic structure of the QD, as illustrated in Figure 1, and
thus affects radiative and nonradiative decay, carrier trapping,
and energy dissipation processes. Recent spectroscopic experi-
ments have demonstrated that radiative quantum yield,15

exciton lifetime,16 and relaxation rates (rates of electronic
energy conversion to heat)15b,17 are strongly affected by the
type of ligands passivating the QD surface. While much is
known about the size-dependence of the QD properties due to
quantum confinement,3,7,18 considerably less is understood
about the effects the surface morphology and passivation layer
have on the photoexcited dynamics of QDs. Thus, the QD
surface plays a critical role in defining the charge and energy
transfer processes that govern light harvesting and conversion
of light energy to electric current.19 However, control of the
surface chemistry of QDs in various technological applications
is still limited.

1.3. Chemical Functionalization and Electronic Properties
of Carbon Nanotubes

In contrast to QDs, SWNTs have an extremely chemically
stable surface that is relatively weakly sensitive to the
environment, due to the fully saturated sp2-conjugated lattice
of the graphene sheet, but many various topological
perturbations and defects are still possible. For example,
vacancy defects associated with the formation of a few five- and
seven-membered rings appear in SWNTs upon high-energy
electronic beam irradiation, which lead to significant changes in
their electronic structure.20 Advances in synthetic techniques
were able to address early problems in the preparation of
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SWNT materials, such as chemical defects, tube bundling due
to strong van der Waals interactions and uncontrolled
inhomogeneous mix of different chiralities, orientations, and
lengths of the tubes in a single sample. Highly purified single-
chirality SWNT materials with well-defined surface coverage
(such as DNA21 or polymer wrapped22 or covered by an
organic surfactant shell23) were recently obtained24 and
experimentally studied.25 This progress suggests many potential
electronic SWNTs applications such as field-effect transistors26

and biosensors,27 light-emitting diodes (LED),28 and solar
cells.29 Enabling any of these technologies would require full
control over optical (e.g., light absorption and emission) and
electronic (e.g., exciton and charge dynamics) properties. For
example, the existence of optically forbidden “dark” states that
lie below the lowest optically allowed bright state30,31 and
nonradiative recombination of freely diffusing 1D excitons at
defect sites32 are deterministic factors limiting fluorescence
quantum yield of SWNTs to less than 10% (∼1% in typical
samples). To address the above issues, chemical doping by
reactive small molecules,33 such as diazonium salts,34 atomic
gold,35 hydrogen,36 and oxygen,37 has been established. Such
chemical functionalization potentially locally breaks conjugation
by introducing sp3-bonds, and thus changes potential energy
landscape, resulting in the appearance of new emission bands
and enhanced fluorescence efficiency due to a deep trap state
below the tube excitonic bands.38 This already implies the

potential of chemical doping yet to be fully uncovered in future
SWNTs studies.

1.4. Self-Assembly and Disorder in Conjugated Polymer
Materials

Despite decades of work on the synthesis, characterization, and
simulations of CP-materials, their intrinsic optoelectronic
properties continue to generate considerable controversy and
challenges due to highly disordered morphology of these
materials and strong sensitivity of their photophysics to
structural disorders.39 Organic semiconductors have attractive
electronic properties and low production costs that give them
the potential to revolutionize electronic,40 photovoltaic,41

display,42 sensing,43 and lighting technologies.44 Over the past
decade, the first phase of organic electronics commercialization
took place. For example, more than 2 million organic LED
displays are now produced each month, with new organic-based
lighting panels, thin film transistor circuits, solar cells, and
chemical sensors becoming commercially available every year.
Despite the development of sophisticated synthetic protocols,
control of the materials packing and morphology remains
challenging. This includes the complex interplay of crystalline,
self-assembled ordered, and fully amorphous phases, and a
variety of buried interfaces (e.g., interfaces in bulk hetero-
junction devices45). Unlike inorganic semiconductors, disorder
in conjugated polymers is not typically associated with broken
chemical bonds forming defects. Disorder in CP has two
origins: Intramolecular conformations lead to variations in
bond lengths, torsion angles, and the appearance of on-chain
defects, whereas intermolecular interactions arise from
morphology, chain alignment, and packing.46 In films, CP-
materials are typically self-organized into several distinct
supramolecular structures, where crystalline domains are
separated by less ordered or completely amorphous regions.47

In the same CP-material, therefore, different concentrations of
ordered and disordered domains are present.48 While it is well-
known that the energy and charge carrier mobilities are limited
and subject to losses in CP materials due to disorder and “trap”
states, it is extremely challenging to experimentally define the
exact chemical and structural origins of the defects because of
the microscopically heterogeneous morphology of CP films.49

Additional challenges originate from oxidation on CP-film
surfaces and chemical impurities.50 All of these factors lead to
vast differences in their photophysical and transport properties,
which are challenging to control and improve in such highly
disordered “soft” materials.51

1.5. Role of Computational Modeling toward Establishing
Structure−Property Relationships in Nanostructured
Materials

The examples above illustrate some of the efforts made to
improve our understanding of the role of surface chemistry,
structural disorder, and interfacial interactions in nanomaterials,
which will allow for better exploration and utilization of the
unique properties of QDs, SWNTs, and CPs in various
technologies. Yet, gaining fundamental knowledge on function-
alized nanomaterials, such as the effects of organic−inorganic
interactions on morphology, electronic structure, and photo-
dynamics in these systems, is still far from completion,
impending applications of full their potential in efficiently
working devices. Even the most thorough experimental
characterization is unable to provide important information
on many electronic and structural properties such as atomistic
interfacial structure and energetic location of optically

Figure 1. Schematic representation of the synthetic procedure (a) and
chemical structure of colloidal quantum dots (QDs) with identical
ligands (b) and different ligands (c) passivating the surface. (d) The
electronic structure of ligated QDs illustrating the appearance of trap
states due to imperfect surface passivation.
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forbidden (dark) states. Theory, modeling, and simulation have
all potentials to complement experimental advances providing
interpretation of the data and extracting relevant information
on photoexcitation, emission, transport, and decay mechanisms,
which is vital for designing new functional nanomaterials and
devices. Specifically, over the years, electronic structure
calculations, such as density functional theory (DFT), had a
transformational impact on materials science being able to
describe the electronic structure and complex dynamics in
molecules with hundreds of atoms.52 Subsequently, this led to
many modeling and simulation efforts aiming to predict
physical phenomena and deliver a comprehensive theoretical
framework on conformational structure, electronic properties,
and light-driven processes in nanosystems, most of which we
briefly review in the next sections.
However, there are multiple challenges awaiting the modeler

in the realm of large nanostructured materials. The first
difficulty arises from the computationally unmanageable
number of atoms in the nanosystems of interest forcing
compromises such as use of less accurate methods, simpler
Hamiltonians, and smaller basis sets.53 Notably, even defining
an experimentally relevant system is frequently arduous because
exact elemental composition, binding pattern, and conforma-
tional structure may be unknown. The necessity of sampling
huge parameter space (e.g., exploration of a multidimentional
potential energy surface (PES) for a given electronic state)
constitutes another serious problem. Finally, the complexity
and multiscale nature of electronic phenomena such as
excitonic effects,63 requiring accounting for electronic correla-
tions (e.g., see recent review54), and complex photoinduced
dynamics,55 necessitating departure from Born−Oppenheimer
approximation and treatment of electron−vibrational couplings
(e.g., see review56), possess formidable challenges in modern
first-principle computational techniques.
In this Review, we exemplify how electronic structure

methodology based on DFT and semiempirical Hamiltonian
models can be applied to QDs, SWNTs, and CPs materials and
provide specific experimentally relevant predictions on the
electronic structure, optical properties, and excited-state
dynamics. We discuss in detail merits and limitations of each
method and the validity of approximations used for describing
specific properties and/or physical processes in these three
distinct classes of systems, with a central focus on practical
value of simulations. The topics of this Review span from
obtaining ground-state geometries, to analysis of electronic
structure calculations, to modeling spectroscopic data, to
accounting effects of electron−vibrational coupling, and to
simulating nonadiabatic excited-state dynamics and non-
radiative relaxation processes. All model chemistry approaches
considered here are exemplified on specific cases complement-
ing synthetic fabrication and experimental characterization
efforts allowing one to build structure−property profiles for a
variety of nanomaterials, and aiming to determine their
suitability for electronic, lighting, sensing, photovoltaic,
fluorescent labeling, and optical amplifying applications.
This Review is organized as follows: Section 2 introduces

basic theoretical methodologies and their performance for
description of ground-state properties and structures. Section 3
outlines methods for calculating electronic excitations, optical
spectra, and exemplifies their applications to several systems.
Section 4 illustrates complex cases when electronic properties
of nanosystems are affected by specific chemical functionaliza-
tions or conformational changes. Section 5 describes electron−

vibrational phenomena and associated effects on the electronic
wave functions such as excitation self-trapping. Section 6
delineates modeling of excited-state dynamics and nonradiative
relaxation beyond Born−Oppenheimer approximation. Finally,
section 7 presents our perspectives on the role of electronic
structure modeling in nanomaterials and concludes. Out of the
scope of this Review are a detailed description of theoretical
methodologies (e.g., advancements in development of
exchange-correlation functionals in DFT, methodologies for
nonadiabatic dynamics simulations) and applications of ab
initio wave function approaches targeting smaller systems.

2. GEOMETRY OPTIMIZATION AND GROUND-STATE
ELECTRONIC STRUCTURE

The first step of any electronic structure calculations is
obtaining reasonable and experimentally relevant geometries
of molecular systems in the ground state. Although geometry
optimization is a relatively cheap numerical procedure that
usually does not require a high level of theory, obtaining
geometries of extended systems with complex morphology and
interfaces is a daunting task. The challenge frequently originates
from the lack of periodicity/symmetry and large number of
atoms (N) in the system, as well as uncertainty of the elemental
compositions of surfaces and interface morphologies due to
complicated organic−organic (e.g., CPs and SWNTs materials)
and organic−inorganic (e.g., ligated QDs) interactions. This
leads to very complicated ground-state PESs being a function of
3N nuclei coordinates. The PESs are the most challenging in
soft materials like amorphous CPs: there are many distinct local
potential minima where the system can be trapped depending
on its initial configuration during the optimization procedure.
Overall, depending on the type and size of the nanosystems,
different methods may be chosen to get reasonable geometries
and the electronic structure of the system.

2.1. Applicability of Force Field, Semiempirical, and DFT
Methods

Among the oldest numerical methods for exploration of PESs
and finding energy minima are Monte Carlo and classical
dynamics techniques relying on force field (FF) calculations.
Here, the quality of PES description relies on FF functions and
parameter sets derived from experimental data and/or high-
level quantum chemical calculations. Such parametrizations are
well established for organic conjugated molecules (e.g., MM3
FF57) and biosystems (e.g., AMBER58 or CHARMM FFs59),
but are difficult to derive for complex systems and electronically
excited states, making an accuracy of FF problematic for
nanocomposites. Usually, the FF approaches are easily
applicable to larger systems of 1000 and more atoms providing
structural and dynamical information only (electronic proper-
ties are generally not calculated).
Electronic structure simulations typically rely on the Born−

Oppenheimer approximation, where electrons adjust instanta-
neously to the slower motion of the nuclei. Consequently, the
classical nuclear positions enter as parameters to the electronic
Hamiltonian. The starting point of ground-state simulations,
particularly attractive for large systems, is the Hartree−Fock
(HF) approximation, where each electron moves in a mean
field crated by the other electrons. Subsequently, electrons
occupy single-particle states (molecular orbitals, MOs), and the
results can be easily interpreted and analyzed. The ground state
energy and the forces (i.e., the PES gradients) can be easily
calculated in the variational Self-Consistent-Field (SCF)

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.5b00012
Chem. Rev. 2015, 115, 5929−5978

5932

http://dx.doi.org/10.1021/acs.chemrev.5b00012


approach. In terms of molecular Hamiltonian, semiempirical all-
valence approaches, such as Austin Model 1 (AM160) or
intermediate neglect of differential overlap (INDO61) models,
are well-established methodologies for molecular systems
consistent of more than 1000 of atoms. Notably, the use of
semiempirical or tight-binding methods is strictly limited to the
systems and quantities for which they were parametrized. For
example, among newer well-parametrized semiempirical
methods62 with conjugated molecules in their training sets is
PM7, showing universality and accuracy for geometries and
formation energies (∼10 kcal/mol). Notably, an accuracy of
semiempirical methods is quite limited for atoms with d valence
electrons effectively putting the majority of inorganic materials
(e.g., QDs considered in this Review) beyond the reach of these
simple approaches.
Another step up in computational complexity is DFT,

currently the primary model chemistry approach for nano-
systems we consider. The numerical cost of DFT calculations is
moderately high, effectively limiting the range of treatable
systems by ∼103 atoms.63 Overall, DFT retains the simplicity of
the SCF framework and promises to attain an accurate result
with refined exchange-correlation functionals. With years, more
and more accurate DFT models were developed well beyond
the Adiabatic Local Density Approximation (ALDA) and the
Generalized Gradient Approximation (GGA) (e.g., BLYP and
PBE models). Hybrid functionals64 (e.g., B3LYP, PBE0, etc.)
mix a fraction of orbital (HF) exchange and allow for spanning
all intermediates between ALDA and HF limits. Recently
developed long-range-separated density functionals including
variable fractions of orbital exchange,65 such as CAM-B3LYP,
LC-wPBE, and wB97X, eliminate the spurious long-range self-
repulsion intrinsic to ALDA and GGA. Finally, we mention the
ionization potential (IP)-tuning procedure, allowing one to
optimally fit the range-separation for a given molecular
system66,67 and the availability of empirical corrections for
most DFT models to account for dispersive and noncovalent
interactions.68 We further direct the reader to several recent
DFT overviews52 providing comprehensive accounts on the
progress in this field. We strongly emphasize that, for all
practical applications, every DFT model serves as an effective
approximate method being able to correctly describe only a
specific realm of physical phenomena. Intent to only reproduce
experimentally measured quantities frequently leads to
incorrect interpretations (i.e., getting the right number for the
wrong reason). Subsequently, some deep deliberations and
literature study should be given on which DFT model is
appropriate for a particular system/quantities to be modeled,
before attempting any actual numerical simulations. In this
Review, we will provide multiple examples why specific DFT
models work and others fail for various molecular systems.
Finally, accounting for a molecular environment allows for

more realistic and experimentally relevant simulations. The
simplest way to study the effects of dielectric environment in
static simulations is to use a Polarizable Continuum Model
(PCM69 or simpler conductor-like screening method
(COSMO70) alternatively called the conductor-like PCM
(CPCM71,72)) with an appropriate dielectric constant. In
dynamical simulations (see sections 5 and 6), an empirical
thermostat model73 (e.g., Langevin thermostat74) is useful to
model thermal bath effects. Finally, rapidly developing
Quantum Mechanics/Molecular Mechanics (QM/MM) meth-
odologies75 potentially can address both issues on a more
accurate level by interfacing quantum mechanical representa-

tion of the solute and FF description of solvent on the atomistic
level.
In terms of computational codes, commonly available

packages generally use either localized Gaussian (or the Slater
type) basis sets or a plain wave basis. The former is typically
applied to finite molecules and, to a lesser extent, to periodic
systems, whereas the opposite is true for the latter. Among
software particularly suitable for calculations of large molecular
systems, available options include but are not limited to
Gaussian,76 Q-Chem,77 Turbomole,78 ADF,79 GAMESS80 (all
are based on localized basis set), as well as VASP81 and
NWChem82 (botn are using plain wave basis set) ab initio
suites, and the semiempirical MOPAC83 package. The
compatibility and accuracy of most of these program packages
in applications to small organic molecules has been discussed in
ref 84.

2.2. An Interplay of σ- and π-Bonding in Carbon-Based
Systems

2.2.1. Conjugated Polymers and Oligomers. We start
our discussion with a brief description of modeling of ground-
state geometries of conjugated oligomers, which has been
perfected for decades using various theoretical approaches.85

The conjugated backbone is a scaffold of σ-bonded atoms
holding polarizable π-electronic system. By elongating the
oligomer length, it is possible to asymptotically approach the
infinite chain polymer limit.8,86 For practical purposes to reduce
numerical expense, it is frequently common to replace
nonconjugated side groups (e.g., alkyl chains) with hydrogens
or methyl groups.87 The degree of electronic delocalization of π
-electronic system is a defining factor for optoelectonic
properties of the material. It can be characterized using one
geometric descriptor, the bond length alternation (BLA)
defined as the alternation of carbon−carbon bond length
along the backbone of the polymer.88 Likewise, a torsional
angle between repeat units is another useful descriptor
quantifying the extent of π-conjugation and predicting the
degree of localization of distortion in conjugated molecular
chains.89 Both BLA defining π-electronic dimerization along the
chain and torsional potential enter as empirical parameters in
the simplest π-electron Pariser−Parr−Pople (PPP) Hamilto-
nian.90 All valence electron semiempirical models (such as
AM1) are able to describe these two geometric parameters
relatively well without additional fitting. In fact, calculations of
π-conjugated oligomers85,91 provide a standard example of
successful applications of semiempirical methods.
Being a good compromise between computational cost and

accuracy, DFT is currently broadly used for CP-materials. In
particular, IP-tuned modeling is quickly gaining popularity as a
quantitative method.92 It is instructive to follow how the BLA
and torsional angle change for equilibrium geometry when
varying the DFT model:93 the smallest (largest) BLA and
torsion angle are obtained at ALDA/GGA (HF) limit.94 Thus,
an increase of orbital exchange in the functional leads to a
continuing transition from delocalized to localized π-electrons.
Sections 3 and 5 provide more detailed discussion on the
importance of orbital exchange in the DFT model for various
electronic excitations. While DFT and semiemirical calculations
of individual oligomers became a standard, application of these
methods to bulk CP-materials (such as amorphous aggregates
and crystals) remains very challenging due to the inability of
simple methods to account for dispersive interactions (London
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forces) and the uncertainty of materials packing spanning very
large conformational space (see our discussion in section 4).
2.2.2. Single-Wall Carbon Nanotubes. Because of

multiple similarities in electronic structure and bonding, most
of the electronic structure techniques used for CP oligomers are
formally transferrable to SWNTs, which are much larger
systems: SWNTs used in experiments typically have lengths of
hundreds of micrometers, while their diameter is a few
nanometers. This large length-to-diameter ratio allows for
applying periodic boundary conditions (PBC) to treat SWNTs
as infinitely long quasi 1-D objects95 and, thus, reduce
computational cost. However, DFT applications in this case
are still numerically expensive, limiting calculations to narrow-
diameter SWNTs with small unit cells containing only 10−100
atoms.53,107 Zigzag tubes with a zero chiral angle have the
smallest unit cells. Therefore, many DFT calculations reported
in the literature are focused on this type of SWNTs,96 although
zigzag tubes are not the main focus of experimental studies. In
calculations with the periodic boundary conditions, it is
convenient to use the plane wave basis95a,b,97 set, although
Gaussian orbital bases were used as well.95c,98 Among different
functionals, numerically efficient GGA models have been used
the most.95a,b,97 To offset numerical cost, many investigations
of SWNTs have invoked empirical tight-binding approxima-
tions.99 However, it was shown that hybridization of the σ- and
π-states of the graphene network is important for band-folding
effects in small radius SWNTs and has to be included into the
tight-binding model; otherwise, tubes predicted to be semi-
conducting can be metallic, instead.100

In contrast to solid-state like approaches being standard in
the field, SWNTs can be also considered as a large molecule.
With this approach,38,101 one models finite size SWNTs with
the length (e.g., ∼10 nm) to be significantly larger than the
tube diameter and a typical spatial extent of the excitonic or
polaronic wave functions experimentally detected to be in the
range of 2−3 nm.102 Therefore, such “molecular-type”
calculations are expected to reproduce the basic properties of
longer SWNTs and to be, at least, qualitatively consistent with
the infinite-size limit. For example, the π-election PPP
Hamiltonian has been utilized for geometry and the electronic
structure calculations of various chiral tubes of finite lengths.103

To account for valence electrons, one needs to cap unsaturated
chemical bonds at the open tube ends with hydrogens, as
described in detail in ref 101a. Such capping allows for
eliminating the midgap states caused by dangling bonds. One
advantage of the finite length SWNTs use is a convenient
modeling framework for many extrinsic factors such as
inhomogeneity of the local dielectric environment,104 structural
conformations,101c,d and defects38,101f and functionalization.105

Overall, due to rigid geometry, the electronic structure of
SWNTs is expected to be weakly dependent on the method
used for geometry optimization.104,106 In particular, AM1
reproduces the curvature-mediated σ- and π-interactions and
the relevant vibrational effects at reduced computational cost
enabling geometry optimizations of the SWNTs with up to
1000 atoms in size.63c,101a−c,h,106

The obtained geometries can be further used at the level of
DFT and TD-DFT for calculations of electronic and optical
properties of SWNTs at single point. Such a finite-tube
approach has already successfully resulted in a number of
studies addressing electronic properties of SWNTs from a very
different perspective as compared to approaches using periodic
boundaries. This includes quantification of exciton−phonon

couplings and Huang−Rhys factors,101a,b predictions of the
Peierls distortion and exciton self-trapping,101c characterization
of delocalization of excitonic transitions,101h study of transverse
polarized absorption in nanotubes,101g energetics of dark
states,104 and a violation of Franck−Condon approximation
in SWNTs.101d

2.3. Quantum Dots: Shapes, Bonds, and Ligand Binding

Even after decades of research, precise atomistic structure and
chemical functionalization of QD surface by ligands is still
generally unknown, necessitating approximations for theoretical
methods. Early approaches modeled the QD surface as an
infinite potential barrier around the dot. Adopting this
approximation of the QD’s surface, the electronic structure is
easily obtained by describing the electronic wave function of
the QD as a product of Bloch functions, capturing bulk
properties, and an envelope function representing solution for
an electron with an effective mass in a spherical well, so-called
effective mass approach.18,107 More sophisticated models of
QDs have represented the QD core through the bulk atoms
using semiempirical tight-binding108 and pseudopotential109

approaches, while the passivating molecules have been modeled
through either single oxygen atoms108a or simplified model
potentials.110 Any realistic model, however, has to explicitly
describe bonding between the QD and the ligands, which is
lacking or not complete in the semiempirical pseudopotential-
based approaches. Several attempts have been done to model
ligated CdSe QDs using force field,111 Monte Carlo,112 and
coarse grained113 methods. These methods, however, are based
on a model description of the molecular framework and
interactions. Such parameters are unavailable from measure-
ments, putting the justification of these approaches under
scrutiny. To overcome this problem, the model parameters are
typically derived from DFT calculations or higher level theories
for smaller clusters.58

2.3.1. Models of Magic Size Nanocrystals. First-
principle quantum-chemical methods, such as DFT, are able
to describe bonding, QD−ligand interactions, and the
electronic structure with a reasonable level of accuracy.
Unfortunately, DFT is numerically expensive, limited to
maximum QD sizes of 2 nm, as compared to 2−10 nm
systems typically in the focus of experimental studies, as
reviewed in ref 114. The situation is rapidly changing with
recent introduction of stable synthetic routes for realization of
very small (1−2 nm size-range) CdSe, CdS and PbSe, PbS
nanocrystals,115,116 allowing for direct comparison between
DFT results and experimental data. Therefore, in this Review,
we mostly focus only on these types of QDs. For example,
“magic-size” structures of CdnSen with n = 19, 33, 34 have been
resolved recently by means of mass spectroscopy with the
majority of Cd34Se34 observed in samples.115 Small, magic-size
PbSe and PbS QDs have been also observed experimentally.117

All magic-size nanocrystals demonstrate good photostability
and high quantum yield. Therefore, most of the DFT
calculations are focused on models of small (1−1.5 nm)
magic-size bare CdSe,112,118a Si,118b and PbSe119 QDs, which
initially hold their bulk symmetry. Size-wise, clusters with the
stoichiometric structure AnBn (A = Cd, Zn, Pb..., B = Se, Te, S,
..., and n = 4, 6, 11, 13, 19, 33, 34) have been computationally
explored most intensively.120 For example, recent exhaustive
DFT computations of conformational structures of CdSe and
ZnS clusters with sizes up to 1.5 nm have addressed shapes of
small QDs:112,121 Small molecules are predicted to have
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spheroids and tubular shapes (n = 6, 8−12, 15−19), whereas
the larger systems adopt wurtzite (n = 23−27, 36, 37) and cage-
core (n = 13, 29−35) structures. To reduce the computational
cost of DFT calculations, the core atoms of QDs can be
simulated using bulk structures, while dangling bonds on the
surface may be artificially terminated with covalently bonded
hydrogen ions.122 For example, this DFT-based approach
within PBE functional and the plane wave basis set have shown
excellent agreement with the results of cyclic voltammetry
measurements of the size quantization effect on the HOMO−
LUMO gap of CdTe QDs.123 Overall, this approach allows for
accurate modeling of the confinement effect in QDs. However,
the description of a surface chemistry of QDs is beyond this
method.
2.3.2. Simulations of Surface Capping. Direct incorpo-

rations of ligands to the DFT calculations have been done for
various CdSe,119c,124 CdTe,125 and ZnS126 nanostructures with
the diameter smaller than120b,125b or equal to112,124b 1.5 nm and
with one127 or more124a,b,125a capping ligands adsorbed on the
surface. Structural models used in these calculations are
illustrated in Figure 2. However, computational results might

be sensitive to the methodology, including DFT model and the
basis set used for calculations. Systematic studies of dependence
of the QD-ligand binding energy, bond length, electronic
structure, and the lowest excitation energy on the choice of
basis sets and functionals have been reported for small CdSe
clusters of a few atoms in size120d,128 and larger CdSe QDs of
1.5 nm in diameter129,130 interacting with a single ligand
molecule. Dielectric media effects have been also discussed
within the PCM framework.112,124b It was found that inclusion
of a polar solvent has a dramatic effect on the QD−ligand
binding, decreasing the interaction more than twice as
compared to vacuum calculations.129 This is rationalized by
the polar character of both QD and ligand structures, whose
dipole moments are getting screened by the solvent environ-

ment. Consequently, incorporation of the solvent into the
calculations is absolutely necessary to obtain realistic QD−
ligand interactions.

2.3.3. Benchmarking DFT Methods for Quantum Dot
Systems. Overall, the main conclusion of all reported studies
on benchmarking DFT methodology in application to QD
systems is that, depending on the specific physical properties
that are modeled, a specific functional/basis set combination
has to be chosen for proper simulations of the ligated QDs. For
example, both geometries and QD−ligand binding energies
computed for the ligated CdSe cluster are strongly dependent
on basis set size: the binding energy generally decreases with
increasing basis size.129 According to ref 129, inclusion of
polarization functions at least to the part of the basis set
associated with ligand atoms is crucial for obtaining these
properties with a reasonable accuracy. This statement was
further extended in ref 128, where it was evaluated that among
the localized Gaussian-type basis sets with effective core
potentials (ECPs) allowing for calculations of heavy elements
of the periodic table, the def2-TZVP provides the best accuracy
for the ground- and excited-state properties, as well as for
structural characteristics, as was tested for A6B6 clusters (A =
Cd or Zn and B = S, Se, or Te). To reduce computational
effort, the SBKJC or even def2-SV(P) are the next basis set
options providing a reasonable description of the QD/ligand
systems.128

As for DFT functionals, ALDA models overestimate the
QD−ligand interactions and underestimate the length of Cd−
Se and Cd−O bonds in ligated QDs.129 However, semilocal
GGA functionals, in particular PBE,128 have been found to
provide satisfactory results for geometrical structures124a,129 and
vibrational frequencies,131 but perform rather poorly for
excitation energies.128 Long-range asymptotically corrected
functionals, such as CAM-B3LYP and LC-wPBE, provide
Cd−Se and Cd−O bond lengths in Cd33Se33 QDs capped by
phosphine oxide ligands similar to those results of higher-
accuracy CCSD theory applied to smaller clusters of a few
atoms in size,120d but they strongly blue-shift optical transitions
as compared to reference energies.124a,129 The hybrid PBE0 (or
PBE1) is the best performing model both for the geometry and
for the electronic structure properties.128,129 Other well-
behaved functionals usually include a small portion of HF
exchange (not more than 30%) and, in some cases, also the
kinetic energy density, like M05 and TPSSh.74

In principle, computational packages implementing periodic
boundaries and plan wave basis can be efficiently used for DFT
modeling of finite size QDs. For example, in many
studies,118a,119a,b,123,124,132 the structures of QDs were initially
constructed from the bulk lattice and then relaxed to its lowest
energy configuration using GGA functionals in VASP software.
To prevent spurious interactions between periodic images of
the QD, the calculation cell is constructed to have 8−10 Å of
vacuum between the QD replicas. On the basis of the
optimized structures, to explore electronic structure, a single-
point DFT/time-dependent DFT simulation can be carried out
using more accurate hybrid functionals124a,b to minimize
computational cost. In fact, many investigations observed that
the ground and excited states are well reproduced even when
the electronic starting structure calculation comes from a
functional different from the one used to optimize the QD’s
geometry.128,129,133

Figure 2. Structures of the simulated Cd33Se33 QDs constructed from
the ideal CdSe bulk crystal after optimization in the absence (top) and
in the presence of surface ligands, OP(CH3)3, with a full passivation of
each surface Cd ions (bottom) and a partial passivation of only 2-
coordinated cadmiums (middle). Optimized structures were obtained
from DFT calculations using PBE functional and plane wave basis set
within ultrasoft pseudopotentials, as implemented in VASP software,
used in refs 124a and 124b.

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.5b00012
Chem. Rev. 2015, 115, 5929−5978

5935

http://dx.doi.org/10.1021/acs.chemrev.5b00012


3. CALCULATIONS AND ANALYSIS OF ELECTRONIC
EXCITATIONS

An electronic excitation is a transition of a system to another
electronic state higher in energy than the ground state and, in
the context of this Review, is frequently referred to as an
excitonic transition. An exciton is a bound state of an electron
and a hole created, for instance, by photoexcitation or by
electrical charge injection. Perhaps, the simplest illustration of
this concept would be the HOMO−LUMO transition;
however, such description completely misses an electron−
hole interaction or many-body correlation effects beyond the
mean-field approximation. The majority of molecular examples
here have a singlet ground state. Subsequently, all excitons
considered are either singlet or triplet spin states (multiple
exciton excitations, which may adapt higher spin states, are
beyond the scope of this Review). Besides excitons, other
examples of significant electronic excitations are charged states,
anion (or negative polaron) and cation (or positive polaron)
being doublet spin states. Again, multiply charged systems with
higher spin states are not considered here. These excitonic and
polaronic states are the main energy and charge (spin) carriers,
respectively, in all materials/devices composed of QDs,
SWNTs, and CPs. Needless to say that an accurate description
of these electronic excitations is a primary goal in the majority
of quantum-chemical investigations of these systems.

3.1. ΔSCF and Time-Dependent SCF Methods for
Simulations of Electronic Excitations

The simplest and frequently sufficiently accurate way to
calculate electronic excitations is to use the so-called ΔSCF
approach, where the desired state (e.g., triplet or polaron) is
computed using the SCF variational framework subject to an
appropriate constrain such as spin and/or charge.134,135

Subsequently, its properties such as excitation energy and
charge density are obtained as a difference between the
reference (e.g., ground state) and the target state. Such
simulations are similar to the ground-state calculations
providing a numerically inexpensive path toward equilibrium
geometries and other quantities of interest for electronic
excitations. Similar ΔSCF ideas have recently led to the
development of the constrained DFT (CDFT) method,136

providing a robust and numerically efficient way to compute
the lowest charge-transfer states of the complex (here constrain
is a specific spatial charge separation between components of
the system). Notably, the ΔSCF approach becomes numerically
impractical when several electronic excitations of the same type
need to be calculated (e.g., manifold of singlet or triplet states).
Such manifolds are easily calculated and interpreted as
transitions between single-particle hole- to electron-states
(molecular or Kohn−Sham (KS) orbitals) provided by the
ground-state SCF calculations. However, orbital relaxation
effects and many-body electron−hole interactions are absent in
the latter description. Nevertheless, this approach is still at least
qualitatively adequate for systems with small excitonic effects
(e.g., see our discussion in section 3.1 on QDs). Correlated
excited-state calculations are more involved as compared to the
ground-state calculations as exemplified by an enormous body
of work done in the realm of ab initio wave function
theories.137,138

Among simple and practical techniques able to account for
excitonic effects are the Configuration Interaction Singles (CIS)
and the time-dependent HF (TD-HF) theory,63a,b which have
been widely applied to molecular modeling. For example,

coupled with simplified semiempirical Hamiltonian models
(e.g., PPP or Zerner’s INDO, ZINDO), these methods have
been routinely used to calculate electronic excitations of large
molecular systems at a significantly reduced computational cost
for many years.85a,91 More than a decade ago, the TD-HF
technique was extended to the more general hybrid HF/DFT
models, and the time-dependent SCF (TD-SCF) method,
which spans the range between adiabatic time-dependent DFT
(TD-DFT) and TD-HF limits, has emerged.139 This approach
deals only with the one-electron density matrix, and has
become a workhorse for the computation of excited-state
properties in nanosized materials and solids.140 Advances in the
development of new density functionals have, so far,
continuously improved accuracy in the computation of
electronic excitations in molecular materials. Solution of the
TD-SCF equations in the frequency-domain leads to the
Random-Phase Approximation (RPA) eigenvalue problem.141

Effective Krylov subspace algorithms and iterative techniques
are able to efficiently calculate the portion of the eigenspectrum
of the RPA matrix necessary for modeling electronic excitations
and optical response. Such diagonalizers139b,142 became
common in nearly all modern quantum-chemical codes,
generally reaching O(N2)−O(N4) size scaling for excited-
state calculations. Moreover, numerically efficient analytical
gradients are available in TD-SCF techniques, allowing one to
exploit the excited-state PESs and to optimize their geometries.
Both singlet and triplet excitonic states can be obtained using
the TD-SCF approach based on the reference singlet ground
SCF state.140b,142a Excited states of polarons can potentially be
obtained as well by starting from the respective reference
charged ground state; however, currently the TD-SCF
methodology for an open-shell reference state is not yet well
established and is a subject of intense development.143,144

Additionally, using periodic boundary conditions for TD-SCF
methodology remains problematic particularly in the cases
when the Hamiltonian/functional includes long-range orbital
exchange.
Notably, there are multiple pitfalls when using the TD-SCF

methods to calculate large systems. The results are strongly
dependent on the underlining electronic Hamiltonian or DFT
model. Among possible issues we mention a few: Being a
single-reference method, generally the TD-SCF approach is
unable to calculate highly correlated electronic states (e.g., so-
called double excitations).145 TD-SCF calculations based on
DFT functionals with a large fraction of orbital exchange can
severely underestimate energies of triplet states (the so-called
triplet instability).146 TD-SCF calculations based on the
ALDA/GGA models and even functionals with a small amount
of orbital exchange (e.g., B3LYP, PBE0) frequently lead to
unphysical low-lying charge-transfer states.147 While discussion
of wave function methods remains beyond the scope of this
Review, we emphasize importance of the comparisons of results
obtained using “simpler” methods (such as ΔSCF or TD-SCF)
with high accuracy ab initio approaches (for example, the GW
approximation and Bethe−Salpeter Equation (BSE),53,148

coupled cluster,137b or configuration interaction (CI)149 and
multiconfigurational self-consistent field (MCSCF)120a,150

methods) for small reference molecules. Having said that, we
further notice that a good performance achieved for small
molecules is not always transferrable to the world of large
systems, potentially featuring a different set of physical
phenomena. Along with benchmarks against available exper-
imental data, such comparisons provide confidence in the use of
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a specific approach and facilitate further methodology develop-
ment (e.g., better density functionals).
For instance, comparison of absorption and emission spectra

likely provides the easiest link between computational results
and experimental data. Typically TD-SCF (or any other
approach for excited-state calculations) produces a set of
transition energies between the ground and electronically
excited states ωn with corresponding oscillator strengths f n (e.g.,
in a single-particle approximation to the excited states,
transition energies are transitions between molecular or
Kohn−Sham orbitals). In the case of large molecular systems,
calculation of vibrational effects (see section 5) can be
numerically intractable, and excited-state manifold is typically
very dense. Subsequently, Gaussian
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line shape151 with an empirical line-broadening parameter σ
(which is typically in the range of 30−100 meV, depending on
experimental conditions) can be used for a crude evaluation of
theoretical absorption profiles.
Likewise, ionization potential (IP) and electron affinity (EA)

provide important electronic characteristics relevant to
molecular response to charging and functionality of the system
in the device environment. These quantities can be evaluated as
a difference between total energies of neutral (0) and charged
(+ or −) states using the ΔSCF results:94

= + − = − −E E E EIP ( ) (0) and EA (0) ( ) (3)

Notably, IP and EA can be also crudely evaluated from the
HOMO and LUMO orbital energies (Koopmans theorem),149

subject to multiple approximations, particularly in the DFT
case.152

Finally, we note that both ΔSCF or TD-SCF are operating
with single-electron density matrices defined as

ρ ψ ψ= ⟨ | | ⟩α βαβ
+c cmn

m n (4)

where ψm and ψn represent global electronic states (n, m =
0,1,2...), α and β denote the basis functions, and cα

+(cα) are the
Fermi annihilation (creation) operators for the αth basis set
orbital. These quantities are generally sufficient for calculating
experimental observables and convenient for analyzing the
underlining electronic properties. For example, ground ραβ

gg and
excited ραβ

nn state density matrices contain information on charge
density distribution and chemical bonding, whereas ground-to-
excited-state transition density matrices ραβ

gn define the
respective dipole moments (and oscillator strengths f n) and
reflect changes in the density matrix upon transition to another
electronic state.31,153 Decomposition of ραβ

mn into natural orbitals
is a handy orbital analysis tool, for example: natural bond
orbitals (NBO) for chemical bonding,154 natural orbitals (NO)
for unpaired electrons in charge and triplet states, and natural
transition orbitals (NTO) for electron and hole orbitals in
excitonic states.155

3.2. Single-Electron versus Many-Electron Approaches to
Excitations in Quantum Dots

We start our discussion with QDs because excitonic effects are
expected to be weak in bulk inorganic materials: large dielectric
permittivity and large exciton Bohr radius result in strong
screening of the Coulomb interaction between an electron and
a hole. For example, the binding energies of bulk exciton in
CdSe and CdS are 12 and 28 meV, whereas the respective Bohr
radii are 55 and 25 A.3,156 Indeed, the excitonic effect is
stronger in QDs (∼0.8 eV in 1.5 nm CdSe QDs109b) than in
bulk semiconductors due to strong confinement of an
electron−hole wave function.157 However, it still can be
considered as a small perturbation to the energy gap of QDs,
because the confinement energy (∼1/D2) is much larger than
the electron−hole Coulomb energy (∼1/D) in 1−5 nm (D <
10 nm) QDs.reports that have appeared relatively recently109

Such dependence for CdSe QDs and comparison between
computational and experimental values has been presented and
discussed in ref 109b and is illustrated in Figure 3A. Deviations
between computational results (black squares and purple circles
in Figure 3A) and experiment-based values (diamonds,
triangles, stars, and plus symbols in Figure 3A) for small size
QDs are associated with high surface to volume ratios in small
QD resulting in dominating effects of surface defects on their
optical properties, which are not included in the computational
models.109 Comparison of these data with a simple perturbative
approach demonstrates that in the strong confinement regime
the electron−hole Coulomb energy is well reproduced by a
perturbative approach.109c

Subsequently, representation of the excited state as an
excitation of an electron from an occupied to a virtual single-
particle KS orbital is a valid zero-order approximation for
simulations of optical spectra of ligated QDs with and without
surface defects, being computationally much cheaper than the
CI or TD-DFT simulations. The latter quickly become
numerically expensive for QD systems containing more than
100 atoms. As compared to the TD-DFT treatment of organic
molecules, where simulations of systems with several hundred
atoms are feasible, in QDs computational cost rises due to two
factors: the presence of transition metals and heavy elements
(such as Cd, Pb, Te) requiring extended basis sets129 and the
necessity of computing many excited states (>100) to describe
multiple absorption peaks in the UV−vis region of
experimental relevance.
In refs 124a,b, the effect of many-body correlations on the

optical response of the bare and ligated CdSe QDs has been
evaluated by comparing absorption spectra obtained by a
single-particle KS orbital approach and a TD-DFT method-
ology. While correlated methods such as TD-DFT produce
better agreement with the experimental data, a single-particle
KS approach to the excited state in QDs describes the main
features of absorption spectra of QDs qualitatively well. Figure
3B exemplifies this conclusion for absorption spectra of
Cd33Se33 cluster, bare (unpassivated) and passivated with
amines. All calculated low-energy optical transitions (2.5−4 eV)
are dominated by the QD character and are reasonably well
described by the single-particle approach: a uniform blue-shift
of transition energies by about 0.3 eV is observed, while the
shapes and profiles of the spectra coincide with those obtained
by TD-DFT calculations.124a,b Notable is that the 0.3 eV shift
does not necessarily measure the exciton binding energy; this
shift results from an interplay of many factors, including orbital
relaxation, exchange, Coulomb interactions, etc. We also
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emphasize ligand effects on the spectra causing modifications of
similar magnitude124b (see Figure 3B). An accuracy of the
single-particle approximation is expected to further improve for
optical spectra of larger dots featuring less electron−hole
correlations, as can be seen in the log−log plot of the exciton
binding energy versus the QD diameter shown in Figure 3A.
Nevertheless, one should always carefully scrutinize the
applicability of such simple approach,122b particularly when
considering excited states of nature different from QD−QD
(such as surface states and QD−ligand transitions).
Thus, the majority DFT studies of QD excited states and

optical spectra have been performed using a single-particle
approximation118a,119a,b,132,158 along with fewer TD-DFT
reports that have appeared relatively recently.120,125 Usually,
hybrid functionals (with 20−30% of orbital exchange) and local
basis sets with effective pseudo potentials for core electrons
have been used for such calculations.120,125 These methods
typically adequately account for many-body dynamical

correlation effects in the ground-state description. Long-range
corrected functionals known for their overcorrecting nature of
the exciton interactions typically result in optical transition
energies of QDs systematically blue-shifted as compared to the
reference data.128,129 It is well understood that the portion of
the orbital exchange used in the DFT changes the optical gap:
the larger is the HF exchange portion, the larger is the gap.
Such tunability generally allows for matching the calculated and
experimental energy gaps. Nevertheless, the spectral shapes
across many hybrid functionals remain roughly the same. For
example, despite a blue shift in the energy due to a high portion
of the HF exchange, the CAM-B3LYP functional has been
shown119c,159 to provide qualitatively similar results to hybrid
functionals such as PBE0 and B3LYP. The latter models are
usually able to accurately reproduce optical spectra of individual
CdSe112 and PbSe117 QDs.

3.3. Excitonic Effects in Conjugated Polymers and Carbon
Nanotubes

The situation is different for SWNTs and CPs, where due to
1-D confinement and small dielectric constants, a photoexcited
electron−hole pair is strongly interacting forming an exciton
with large binding energy (∼0.5 eV) compared to the energy
gap (1.3−2.5 eV). This makes a profound impact on all optical
and electronic properties of the system. Therefore, excitonic
effects can neither be neglected nor treated as a small
perturbation in these materials, in contrast to the semi-
conductor QDs (see ref 55a for more detailed discussion).
More than 2 decades ago numerous experimental and
theoretical studies160 have established a fundamental excitonic
character of excited states in CPs. Early theoretical approaches
based on the semiempirical methods (e.g., PPP or ZINDO
Hamiltonians) and CIS approximation were able to reproduce
excitonic phenomena reasonably well.160a,161 Modern TD-DFT
simulations have a luxury of choice among hundreds of
functionals exhaustively spanning parameter space between the
ALDA and HF limits to improve agreement with experiments.
In this Review, out of the broad variety of CP materials, poly(p-
phenylenevinylene) (PPV) and its derivatives have been
primarily chosen for computational examples, as these
prototypical polymer backbone structures have undergone the
most complete study, while remaining a promising choice for
various optoelectronic applications (see the recent review in ref
47a). Many experimental162 and theoretical studies163 have
highlighted the dependence of electronic properties of PPVs on
the interchain interactions164 and intrachain conformational
disorder, including distributions in torsional angles and
defects.165 It is instructive to illustrate a dramatic effect of the
HF exchange in the functional on the excitonic properties
following ref 166. The electron−hole interaction can be
interpreted as a competition between a long-range Coulomb
attraction induced by HF exchange and local strong repulsion
brought by the ALDA component, as illustrated in Figure 4.
The size of the exciton and, therefore, an effective Coulomb
attraction between an electron and a hole depend on the
amount of the HF exchange in the functional. Figure 4 (top)
emphasizes this attraction−repulsion interplay by showing
variations of the TD-DFT optical gap and the HOMO−LUMO
gap for small and large PPV chains as a function of the
Hamiltonian model.166a The band gap energy is smaller than
the HOMO−LUMO gap for both molecules in the HF method
because an effective electron−hole attraction stabilizes the
HOMO−LUMO gap, which corresponds to noninteracting

Figure 3. Excitonic effect in QDs. (A) Dependence of log of the
binding energy on the log of the diameter of CdSe QDs computed
with the electron−hole explicitly correlated Hartree−Fock (eh-
XCHF) method. Computational values (squares and circles) are
compared to experimental data. Reprinted with permission from ref
109b. Copyright 2013 American Chemical Society. (B) Optical spectra
of Cd33Se33 QD fully passivated by amines (lines) and nonpassivated,
bare (shaded area) Cd33Se33 calculated using TD-DFT (black line and
filled gray) and single-particle KS approaches (blue line and pattern
gray). Aside from a systematic blue-shift, the single-particle KS results
are in good agreement with the TD-DFT method, reproducing the
main spectral features, including near-gap small peaks. In both
approaches, B3LYP functional and LANL2DZ basis set are used within
Gaussian 09. Reprinted with permission from ref 124b. Copyright
2012 Royal Chemical Society.
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particles. In contrast, the situation is opposite in ALDA and
GGA models in the small (N = 2) molecule due to electron−
hole repulsion. In the large (N = 20) chain, when an electron
and a hole can be well separated and their localized repulsion is
no longer relevant, the band gap asymptotically coincides with
the HOMO−LUMO gap (a typical property of TD-DFT in
solids).
The excitonic properties can be conveniently followed by

examining the structure of transition density matrices for
respective electronic states in the real space, Figure 4
(bottom).165b,166a Here, the axes of the plots can be interpreted
as coordinates of an electron and a hole. Consequently, the
diagonal of the plot reflects the position of the exciton’s center
of mass, whereas the off-diagonal extent defines the distance
between these two particles.85a Figure 4 (bottom) shows such
plots for the lowest 1Bu singlet state in PPV(20). It is clear that
pure TD-ALDA and TD-HF methods roughly represent two

extreme cases of unbound Wannier−Mott and tightly bound
Frenkel excitons, respectively, whereas the B3LYP model
recovers an intermediate case. Previous theoretical and
experimental studies have unambiguously shown that con-
jugated polymers belong to an intermediate class, which can be
described by hybrid functionals spanning ranges between HF
and ALDA extremes. For example, the exciton size in PPV is
about 6−7 (B3LYP), 5−6 (PBE0), 4−5 (BHandH or CAM-
B3LYP), 3−4 (LC-wPBE), 1−2 (HF), 4−5 (ZINDO), 4−5
(GW approximation)85a,c,165b,166a repeat units, given the
uncertainty of conformational disorder and interchain inter-
actions as discussed in section 4. Binding energy of the lowest
1Bu singlet exciton was evaluated to be about 0.4−1 eV
depending on the system and theoretical or experimental
method.160b,167 Other excitons such as triplet and high-energy
states have been broadly explored in spectroscopic and
theoretical studies of CP over the past decades. Recently
developed IP-tuning procedure provides a possible guideline
toward nonempirical choice of the DFT model for excited-state
calculation.92a

An exciton is an example of a quasiparticle, the motion of
which is confined within a conjugated chain network. Such
quasiparticle representation has been used to effectively
compute electronic states (the excitation energies) and optical
spectra of conjugated macromolecules by solving effective
scattering equations for the excitonic wave functions (equiv-
alent to a generalized “particle in a box” problem). The
resulting exciton scattering (ES) model168 is a numerically
efficient multiscale approach for calculation of excited states
extending the commonly used quantum-chemical methods to
the realm of very large systems with thousands of atoms.169

Other electronic states and their dynamics in CPs have been
associated with quasiparticles as well as biexcitons, polarons,
bipolarons, solitons, breathers, etc.8,55b,170 Finally, we mention
a fundamental relationship between correlated description and
the single-particle states near the energy gap. In fact, for a given
system, NTOs representing an electron and hole in the exciton,
NO of cation and anion, and LUMO and HOMO have very
similar spatial distribution of the orbital density for negative and
positive carriers, respectively.171 This justifies highly intuitive
qualitative interpretation of frontier orbitals and applicability of
single-particle description for polaronic states in various carrier
transport models.
As compared to CPs, excitonic effects in SWNTs have been

discovered much later, and a common description of electronic
excitations relied on dynamics of weakly interacting
charges.95,97 However, first principle calculations,96a,98,172

transient spectroscopy, and nonlinear absorption experi-
ments96b,106,173,174 have unambiguously proved that the low
energy optical excitations of SWNTs are dominated by
excitonic states with large binding energies of 0.2−0.5 eV,
depending on the tube diameter and chirality.99 The electronic
structure of SWNTs, predicted by tight-binding Hamiltonian
models, provides equally spaced sub-bands of valence (VB) and
conduction bands (CB) with diverging density of states at the
edges, known as van Hove singularities (VHS). Thus, in terms
of free electron−hole pairs, optically excited states, Eii, SWNTs
correspond to the transitions between ith VHS at the VB and
ith VHS at the CB4 (e.g., E11 and E22 transitions shown
schematically in Figure 5), which are doubly degenerate
because of the cylindrical symmetry of the tube. For free
electron−hole pairs, this leads to four distinct but degenerate
interband transitions with different angular momen-

Figure 4. Top: Variation of HOMO−LUMO gap and band gap
energies as a function of density functional in short, PPV(2), and long,
PPV(20), oligomers, which mimic confined and infinite chain limits,
respectively. The inset shows the structure of poly(p-phenyl-
enevinylene) (PPV). The middle panel schematically shows an
effective potential between an electron and a hole in the hybrid TD-
DFT case. Bottom: Contour plots of transition density matrices from
the ground state to low-energy excited states in PPV(20). The insets
give corresponding state number, oscillator strength, and transition
frequency. The axis labels represent individual repeat units along the
oligomer chain. The color code is given at the bottom. Each plot
depicts probabilities of an electron moving from one molecular
position horizontal axis to another vertical axis upon electronic
excitation. The amplitudes scale from red (0) to violet (1) through the
natural rainbow color sequence. Reprinted and modified with
permission from refs 166a and 166b. Copyright 2007 American
Institute of Physics and 2005 American Physical Society.
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ta.96a,99c,175,176 However, a strong interaction between a
photoexcited electron and a hole lifts the degeneracy and
introduces a complex structure of overlapping excitons, where
only one is optically “bright” and the others are “dark”
(optically forbidden) because of the difference in their
parity.30a,177 Interactions with the environment, edge effects,
defects, and impurities in the tube lattice split and mix energies
of excitonic bands even further.99d,101g

The energy alignment and the nature of the dark and the
bright excitons strongly affect the photophysical properties of
SWNTs. The existence of the lowest-energy dark excitons has
been explicitly verified via time-resolved spectroscopy,178 two-
photon spectroscopy,179 and PL spectroscopy in the presence
of high magnetic fields altering the optical selection rules
(“magnetic brightening” experiments)30b,c,180 as well as many
theoretical calculations.99,101g,104 Although both experimental
and theoretical results conclude that the lowest energy singlet
state in SWNTs is optically forbidden, the precise ordering and
energy splitting between bright and other dark excitons are
highly method sensitive. For example, calculations based on the
many body theory combined with tight-binding model30a

predict the two degenerate dark states from the 4-fold first band
being slightly above the bright exciton, with the lowest fourth
dark exciton. The ab initio calculations177,181 predict splitting
between the lowest dark and bright E11 excitons to be about 10
meV. Magnetic brightening experiments have resulted in similar
values.180 However, for long but finite-size tubes, calculations
based on the PPP Hamiltonian176 provide two degenerate dark
states and one weakly allowed state between the bright exciton
and the lowest dark one. Here, the splitting between dark and
bright states is predicted to be significantly larger (∼100 meV)
and agrees with the results from time-resolved spectroscopy.178

Other calculations of the finite-size SWNTs using the ZINDO
approach give the bright exciton as the second state after the
dark one and the two remaining states as semidark excitons
lying above the bright state.101g,104

TD-DFT calculations of singlet states in finite-size SWNTs
predict three nominally dark exciton bands below the bright
exciton,104,178 but the energy and the character of each exciton
strongly depend on the density functional. Figure 6a compares
the energies of the lowest dark I and bright IV excitons as the
function of the tube diameter calculated by different
methods.104 Hybrid functionals show qualitative agreement
with experimental data,9 with some overestimation of the
exciton energies. The calculated nanotubes have short 10−12

nm lengths, so that confinement effects from the edges lead to a
blue-shift of the excitations.104 In addition, use of small basis
sets such as STO-3G also increases the excitation energies. It
was shown in ref 63c that extension of the basis set to 6-31G
decreases the transition energies by about 0.15 eV, while not
changing the qualitative trends. TD-DFT predicts bright−dark
exciton splitting to be about 50−100 meV.101g,104 This value is
weakly dependent on the tube chirality and is almost
independent of the HF exchange portion in the functional. In
contrast, similar to the CP case, delocalization properties of
excitons are very sensitive to the hybrid component in the
functional. Figure 6b displays plots of transition density
matrices corresponding to four fundamental excitons in (9,1)
SWNT calculated using representative functionals.104 The
GGA functionals such as PBE predict all excitons to be
completely delocalized (unbound case representing non-
interacting electron and hole). In contrast, all hybrid functionals
recover bound excitonic states with a significant degree of
spatial localization. Similar to our observations in CPs shown in
Figure 4, the exciton localization (and the electron−hole
binding energy) increases with an increase of HF portion in the
functional. References 63c, 104, and 178 conclude that the TD-
DFT approach based on functionals with small hybrid
component (e.g., B3LYP or PBE0 model) is sufficiently
accurate to represent excited-state properties in the finite-size
SWNTs by incorporating excitonic effects, providing diameter/
chirality scaling trends and the energy splitting between bright
and dark states. Finally, we mention a few joined experimental
and theoretical studies exploring other excitonic states in
SWNTs such as higher lying excitations (E22 and E33
bands),101h two-photon, and triplet63c states.

4. IMPACT OF CONFORMATIONAL DISORDERS AND
SURFACE CHEMISTRY ON ELECTRONIC
PROPERTIES

To this point, we have overviewed methodologies for ground-
and excited-state calculations able to capture an essential
physics in CPs, SWNTs, and QDs. Next, we consider more
complicated cases when there is a significant uncertainty in
elemental composition and/or conformational structure of the
system. A common but very difficult question is “To what
extent are the model systems studied by quantum-chemical
techniques representatives of the realistic materials under
experimental investigation?” Taking clues from structural
materials characterization (such as TEM and STM images or
spatially resolved spectroscopic probes) frequently helps to
construct such model nanostructures.105a Computations of
electronic properties of the latter allow for subsequent
comparisons with spectroscopic or electrical experimental
data.140,142,145,146 Notably, an exact reconstruction of the
chemical structure based on spectra, images, or device
characteristics is rarely attainable in theoretical modeling of
large systems.182 Nevertheless, computations can predict well
trends in electronic structure upon varying composition,
bonding, or conformations. Examples of such studies include
theoretical predictions of changes in electronic spectra upon
deviation from the stoichiometric structure AnBn in QDs toward
excess of one element;183 detection of spectroscopic signatures
of surface agents in QDs124c and polymer wrapper or chemical
dopant in functionalized SWNTs;101e,f,105b and modifications of
carrier transport efficiency due to trap states as a function of
structural disorder in CPs.87,163c

Figure 5. Schematics of the excitonic structure of SWNTs.
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Sampling of conformational space is frequently done using
the classical molecular dynamics (MD) approach using open or
periodic boundary conditions in the presence of the thermostat.
For example, in the constant temperature Langevin dynamics,
nuclei evolve along the PES according to

γ̈ = −∇ − ̇ +R R RM t E t M t tA( ) ( ( )) ( ) ( )i i i i (5)

Mi, R̈i, and Ṙi denote the mass, acceleration, and velocity,
respectively, of the ith nucleus. The stochastic force, A, depends
on the bath temperature and the friction coefficient, γ (ps−1).
Nuclear motion is governed by PES energy gradients

∇E(R(t)). The latter can be calculated by the electronic
structure means in the ab initio MD approaches. For example,
using this approach, one could explore motion of ligands on the
QD surface.158c Such simulations, however, are numerically
expensive and become unfeasible for large systems (hundreds
of atoms) or long trajectories (hundreds of picoseconds). The
availability of reliable FFs can greatly reduce computational
costs. Subsequently, only a limited number of conformational
snapshots from classical MD can be examined using quantum-
chemical techniques for their electronic features as illustrated
for the CP case in section 4.3.

Figure 6. Bright and dark excitons in the TD-DFT methodology. (a) The energies of the lowest dark (circles and dashed lines) and bright (stars and
solid lines) excitons as a function of the tube diameter calculated using TD-BHandHLYP, TD-B3LYP, TD-PBE, and TD-HF-AM1 methods with
STO-3G basis set, as implemented in Gaussian 09 software. The black line represents the respective experimental data from ref 9. (b) Excitonic
transition density matrices of a 12 nm (9,1) tube calculated using TD-DFT with different functionals. The four main excitons from the first band are
presented by two-dimensional contour plots as a function of the electron (vertical axis, nanometers) and hole (horizontal axis, nanometers)
coordinates along the tube axis. The oscillator strength of each exciton is shown in parentheses. Reprinted and modified with permission from refs 9
and 104. Copyright 2003 American Chemical Society and 2009 Royal Chemical Society.
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4.1. Stoichiometry and Surface Ligands in Quantum Dots

While the majority of theoretical studies of QDs assumed the
stoichiometric structure AnBn,

119,124−126 the stoichiometry of
QDs is found to be critical in determining charge carrier
trapping and, thus, radiative and nonradiative pathways. It was
experimentally detected that the Cd:Se ratio increases as the
size of the QD decreases.184 It was also shown that hole trap
states resulting in quenching of band edge emission originate
from an excess of nonmetal terminated sites in CdX (X = S, Se,
and Te) QDs, while it fully recovered when QDs are cadmium
terminated.183,185 Recent DFT calculations186 have demon-
strated that off-stoichiometric PbSe and PbS QD structures
with disproportionate numbers of metal and nonmetal ions lead
to the trap midgap states that partially or completely close the
band gap of the QD, while the stoichiometric magic-sized QD
structures demonstrate a well-opened band gap, as illustrated in
Figure 7a,b. Attachment of an optimal amount of ligands such
as halide ions to off-stoichiometric QDs eliminates such midgap
states,187 Figure 7c,d. Similarly, for zinc blende CdSe QDs, it
was computationally predicted that infilling of surface vacancies
with foreign cations or anions can deactivate deep and shallow
traps.188 Quality of surface passivation (ligand coverage) is also
critical in maintaining emissive properties of QDs.15a,b For
example, DFT simulations demonstrate that for magic size
Cd33Se33 constructed from wurtzite lattice, surface ligands, such
as prime amines (reduced to NH2CH3), phosphine (reduced to
P(CH3)3), and phosphine oxides (TOPO reduced to OP-
(CH3)3), do not contribute trap states to the band gap or near

the band edges of the QD, if the ligands passivate all 2- or/and
3-coordinated Cd ions on the surface,124a,133 as illustrated in
Figure 8a. The HOMO−LUMO transitions are optically active
for both bare and fully ligated QDs. However, when one ligand
is removed from the most reactive (2-coordinated) Cd ions at
the surface creating a surface defect, the trap state near the
conduction band appears, Figure 8b. This trap state might have
optically dark or semidark character, depending on the position
of the removed ligand. Strong confinement results in some
delocalization of orbitals over the QD, rather than their
complete localization at a surface defect. This “leakage” of the
wave function is responsible for weak oscillator strengths of the
lowest energy transitions associated with the surface defects. A
polar solvent delocalizes the orbitals even more and may
eliminate the surface/trap states from the gap.124b

In addition to controlling the midgap states, surface ligands
make profound changes to the higher energy excitations. While
states near the band gap have predominantly the QD character,
the states deeper in the VB and CB bands have highly
delocalized nature with orbitals spreading over the QD and the
ligands, that is, the hybridized orbitals,124a,b as illustrated in
Figure 9. The surface reconstruction and strong QD−ligand
interactions lead to substantial change redistribution and charge
polarization on the surface in the fully ligated clusters, resulting
in the appearance of several manifolds of QD−ligand
hybridized states. In the experimental spectra, optical
absorption of ligand and hybridized states typically becomes
noticeable in the spectra for excitation energies larger than two

Figure 7. Projected density of states (PDOS) of stoichiometric and off-stoichiometric bare and ligated PbS QDs, computed by DFT with PBE GGA
functionals using VASP (a,b) and SIESTA (c,d) software. Reprinted and modified with permission from refs 186 and 187. Copyright 2013 American
Physical Society (a) and 2012 American Chemical Society (b).
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energy gaps. Most of the hybridized states that are relatively
close to the edges of the CB and the VB are optically dark and
are not seen in the absorption spectra. The densities and the
positions of the hybridized states with respect to the Fermi level
of the system depend on the capping ligands.124a Indeed, these
trends in ligand’s state energetic alignment and hybridization
with QD’s states are sensitive to the type of the molecule and,
in particular, the linkage group attaching the molecule to the
QD surface, as was detected experimentally and computatio-
nally.120e,189 For example, ref 189a reports on joined
experimental electrochemical and DFT studies of CdSe QDs
to assess the combined effects of quantum confinement and
ligand-induced shifts on the QD’s valence band position. It was
found that QDs capped by phenlyphosphonic acid exhibited
change in energies as a function of the QD size very similar to
that found for TOPO-capped CdSe, due to similar
phosphonate group linking the molecules to the QD surface
and dominating QD character of states near the band gap in
both systems. In contrast, the molecules linked via thiol and
thiolate groups have the HOMO and LUMO localized
primarily on the ligand orbitals, and for these ligands the
charge displacement per ligand does not change significantly
with coverage and the QD size. Overall, thiol ligands are also

known for introducing hole/electron trap states to the QD
band gap.
Besides ligands, optically or electrically functional groups can

also be attached to the QD surface. For example, use of
different metal−organic dyes such as functional groups of the
QDs has great promise to serve as an important element for
both solar-to-electrical and solar-to-chemical energy conver-
sion.190 In both types of applications, conditions and
mechanisms of the charge transfer from the photoexcited QD
to the dye or backward play a crucial role in the device
performance. On the other hand, these processes are extremely
sensitive to a complicated surface chemistry of QDs and the
QD−dye interactions, the fundamental understanding of which
is still far from completion. Recent DFT simulations of different
derivatives of Ru(II)-polypyridines attached to the CdSe QDs
via carboxylate group have shown that the unoccupied dye-
localized orbitals are introduced to the band gap of the QD, but
close to the edge of the CB,119c,159 thus controlling the energy
transfer from the photoexcited QD to the dye. Negatively
charged ligands, such as thiocyanate ligands in the black dye,
significantly destabilize the dye’s occupied orbitals by lifting
them toward the very edge of the VB, thus providing favorable

Figure 8. Calculated electronic and optical spectra of the Cd33Se33
fully passivated by OPMe3 ligands and with one ligand lost from the
sites A−D. (a) Compares the bulk and optimized structures of the
Cd33Se33 with identified 2-coordinated (red) and 3-coordinated (blue)
surface cadmiums. Solid black lines stay fully ligated by 21 (b) ligands.
Insets show the absorption spectra calculated by TD-B3LYP with
LANL2DZ basis set. The vertical arrows indicate the trap states
associated with the surface defects due to a lost ligand. Reprinted and
modified with permission from ref 124a. Copyright 2009 American
Chemical Society.

Figure 9. Density of states (DOS) and percent of the orbital
localization on the QD or ligand atoms for the Cd33Se33 fully
passivated by phosphine oxide ligands, OPMe3 (a). The DOS of the
bare Cd33Se33 (red line) is shown as a reference. Green lines show the
pure ligand orbitals, when the ligands are removed from the QD
structures with the same geometry as they had on the QD surface. (b)
KS orbitals representing typical states localized on the QD, on ligands,
and delocalized over the QD and ligands (hybridized), and their
corresponding angle-averaged electronic density distributions calcu-
lated as functions of the QD radius. Calculations are performed by
B3LYP functional and LANL2DZ (Cd, Se)/6-31G* mixed basis set, as
implemented in Gaussian 09 software. Reprinted and modified with
permission from ref 124a. Copyright 2009 American Chemical Society.
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conditions for the hole transfer,159 as illustrated in Figure 10.
The localized character of dye’s orbitals originates from strong
electrostatic dipole−dipole couplings between the QD and the
dye, which decrease the dipole moment of the dye’s part in the
QD/dye composite, as compared to the isolated dye. This
decrease in the dipole moment shifts the electronic charge
density toward the Ru(II) center, rather than to the linking
carboxylate group, leading to a more localized character of the
dye and QD associated orbitals in composites, despite relatively
strong dye−QD interactions and confinement effects, which
typically result in hybridization of QD and molecule orbitals.
DFT and TDDFT calculations presented in ref 159
demonstrate the dominating role of the QD−dye interactions
on the mutual alignment of their electronic levels, resulting in
stabilization of the dye orbitals with respect to the QD’s VB
edge. Subsequently, the energy offsets in the composites do not
represent a simple difference of the isolated metal complexes
and the QDs, which should be accounted for in the
experimental studies.

4.2. Inter- and Intramolecular Disorder in Conjugated
Polymers

CP materials exemplify a great variety of solid-state packing
spanning the range from molecular crystals to self-assembled
layers to amorphous structures. At the moment, we cannot

even predict computationally if molecular crystal or self-
assembled structure would be a preferential way for materials
packing (e.g., due to complex polymorphism, soft torsional
potentials, etc.). Notably, accurate modeling of torsional
potentials of individual molecules does provide insights if the
dihedral angles are “locked” in a planar conformation with a
negligible population of alternative rotamers, thus hinting if the
material can form stable crystals.171b,191 When the crystal
structure of CP is known, fully atomistic modeling of charge
and energy transport is possible using DFT or semiempirical
framework.171a,192,193 However, the situation is more challeng-
ing in the case of amorphous CP composites able to adapt
multiple conformational structures as evidenced by the
enormous amount of experimental work on fabrication and
characterization of these materials.49,194 The great computa-
tional challenge is an unmanageable number of atoms in the
realistic amorphous polymer samples and our inability to
exhaustively explore the conformational space. As such,
atomistic information on the amorphous morphology is
generally not affordable by quantum chemistry calculations,
such as DFT and semiempirical methods, in contrast to a
complete characterization of optical and electronic properties of
individual molecules, as we discussed in section 3.

4.2.1. Combined Force-Field/DFT Methods for Amor-
phous Structures. A promising approach to more realistic CP

Figure 10. Calculated projected density of states of the Cd33Se33 QD functionalized by the black dye (left) and the Ru(II)-bypiridine (right) dyes.
NCS-groups are responsible for alignment of dye’s orbitals at the edge of the valence band of the QD providing favorable thermodynamic conditions
for the hole transfer from the photoexcited QD to the dye, especially in nonpolar solvents. Calculations are performed by CAM-B3LYP functional
and LANL2DZ (Cd,Se,Ru)/6-31G* mixed basis set using CPCM solvent model, as implemented in Gaussian 09 software. Reprinted and modified
with permission from ref 159. Copyright 2014 American Chemical Society.
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materials is the consideration of small amorphous aggregates,
where samples of molecular conformations are obtained by
molecular dynamics using FF methods (eq 5), while the
electronic structure is calculated by DFT using the FF
geometries.87,163c,d,195,196 If electronic transport properties are
desired, hopping probabilities between electronic states can be
also obtained, and the electrical transport properties can be
extracted from a master equation or the kinetic Monte Carlo
approach.87,197 Therefore, these approaches, in principle, are
able to establish the relationships between the structure of the
material and its electrical properties and can be potentially used
to design materials with better electrical transport character-
istics. Figure 11 illustrates this approach used for simulations of

conformational disorder and the electronic structure of small
amorphous aggregates of widely explored CP materials for
lighting and energy applications, such as PPV (poly(p-
phenylenevinylene)),163d its derivative MEH-PPV163c (poly(2-
methoxy-5-(2-ethyl-hexyloxy)PPV), and PFO (poly(9,9′-dio-
ctylfluorene)).87 The main benefit of such approach is getting
insights into the role of intermolecular interactions and
conformational disorder on the formation of carrier’s trap
states in CPs of different chemical compositions and structures.
FF used for these calculations is usually reparameterized based
on DFT calculations of isolated CP chains. For example, for
PPV, PFO, and MEH-PPV amorphous samples, the B3LYP-

parametrized MM3-2000 FF was used to provide reliable
geometries and packing morphologies for disordered polymer
chains.87 The CFF91 force field was used to describe the
interatomic interaction in poly(3-hexylthiophene) (P3HT)
polymer and its derivatives.195a,197a

In these methods, the PBC are typically used to replicate
simulation cells in 3-D and re-establish the continuity of
molecules inside each cell. Because the side groups (e.g., alkyl
chains) play a key role in the polymer packing determining the
spatial distance between the chains, they are preserved during
the MD simulation phase. Modeling of periodic cells with
thousands of atoms is easily manageable with the FF/MD
approach. However, this may be problematic for the DFT
calculation phase. It is possible to replace the side chains with
hydrogens or methyl groups, while preserving the MD-
geometry of the main polymer backbone, thus reducing the
number of atoms to about 800−1000, as illustrated in Figure
11b, allowing for DFT electronic structure calculations.163c

Such simulations are typically conducted using a plane wave
basis set, the core electrons are simulated using pseudopoten-
tials, while all valence electrons are treated explicitly. Because of
the large size of the simulation cells (about 3 nm on each side),
a γ-point sampling of the Brillouin zone is adequate, as was
shown in previous work.163d The GGA functionals, such as PBE
and PW91, provide faster convergence as compared to hybrid
and long-range corrected functionals, such as HSE, PBE0, and
LC-ωPBE, which require much larger numerical expense.
These simulations result in a set of KS molecular orbitals for

each amorphous sample. We emphasize that such approach
relying on GGA models and single-particle picture of electronic
excitation is extremely approximate for modeling, say, optical
spectra dominated by tightly bound correlated excitonic states
(see section 3.2). Use of the GGA functionals also leads to
underestimated energy gap values as compared to experimental
CP systems (e.g., Figure 4). However, examination of occupied
(hole) and valence (electron) KS states allows one to single out
disorder effects caused by molecular packing such as trap states
in the gap. Moreover, these KS states may serve as an
approximate basis for charge carriers in subsequent transport
modeling.197a Overall the spatial distribution of KS states is
weakly dependent on the DFT model in the limit of highly
disordered CP systems. Recent DFT calculations of amorphous
MEH-PPV and PFO oligomers confirm that the delocalization
property of orbitals, which are responsible for formation of the
trap state, is quite similar for both GGA, hybrid, and long-range
corrected functionals,163c as illustrated in Figure 12.

4.2.2. Participation Ratio as a Measure of Localization
of Electronic States. Quantitatively, localization properties of
occupied and unoccupied electronic states, including those
responsible for the trap states, can be conveniently charac-
terized by the participation ratio (PR) and inverse participation
ratio (IPR).87,163c The IPR (or PR) is widely used in solid-state
physics as a measure of disorder and localization in a bulk
semiconductor crystal of a volume198 (V) or in a discrete
space199 (N atoms). For an ideally localized state on a single
atom, PR = 1/IPR = 1. For a wave function uniformly
distributed over all N atoms, PR = 1/IPR = N. To be applied
for CPs, PR can be defined in a molecular basis as
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Figure 11. Classical MD approach to generating amorphous samples
of CPs for subsequent DFT calculations. (a) The block scheme
illustrating the MD computational procedure. (b) Representative
snapshots of the MD-simulated structures of eight PFO pentamers in
the simulation cell used for DFT calculations. Reprinted and modified
with permission from refs 87 and 163c. Copyright 2008 American
Chemical Society and 2013 American Chemical Society.
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where Pmn is a portion of the PR orbital m on the nth molecule.
More details of the methodology used for PR calculations can
be found elsewhere.87,163c According to this formula, an
electronic state of a CP aggregate that is completely localized
on a single chain has PR = 1, while the state delocalized over all
N molecules in the cell has PR = N.
4.2.3. Origins of Trap States: Electron versus Hole

Traps. Depending on the processing conditions, polymer
chains in experimental samples are arranged either in an
amorphous spaghetti-like structure or form ordered domains
with amorphous regions at their boundaries. In each of these
cases, there is a certain degree of disorder, which has a strong
influence on the electronic properties of the material and
consequently on the operation of organic electronic
devices.49a,51 Combined MD and DFT studies of amorphous
PPV oligomers163d were able to distinguish between the effects
of intramolecular disorder and intermolecular electronic
interactions on the electronic structure of the densely packed
oligomer clusters. In particular, intramolecular disorder
originating from the oligomers not being straight and planar,
but kinked and twisted, interrupts the conjugation of the π-
orbitals, causing the electronic states to be more localized. As a
result, such conformational deformations are responsible for
the formation of electron trap states near the edges of the CB.
In contrast, disorder in intermolecular interactions due to
differences in the local packing of the oligomers governs the
formation of hole trap states near the edge of the VB. In
polymers with long side groups, such as MEH-PPV,

intermolecular electronic interactions are reduced as compared
to pristine PPV polymers. Thus, hole traps should be more
dominant in pristine PPV, while electron traps are more
dominant in MEH-PPV with long side chains, as was confirmed
in further computational studies of MEH-PPV163c and
PFO87,163c amorphous oligomers. This effect was also observed
experimentally,200 where blended MDMO-PPV with PCBM
(chemically functionalized C60) samples exhibit a 2 orders of
magnitude increase in the hole mobility, as compared to pure
MDMO-PPV. It has been found that the hole mobility reaches
saturation beyond 67 wt % PCBM concentration in the
samples;201 likely, this threshold concentration of PCBM
completely isolates one polymer chain from another eliminating
the intermolecular interaction, so that further increase in the
amount of PCBM does not affect the interchain interactions
and does not contribute to the hole trap states.
Hybrid MD/DFT simulations87,163c also confirm that the

alkyl side chains insignificantly affect the conformational
disorder in amorphous polymers. However, the side groups
significantly decrease the intermolecular interactions. Overall, it
was found that the nature of the disorder and its impact on
charge-carrier localization in amorphous polymers with alkyl
side chains differ drastically from those of disordered polymers
without side chains, such as PPVs. Thus, long-range
intermolecular interactions and sparse packing are responsible
for the formation of multiple, deep, highly localized trap states
in amorphous MEH-PPVs and PFOs. This localization
behavior, characterized by the PR values in Figure 13a,b,
significantly differs from that observed in amorphous PPVs, as
well as semiconductor disordered systems, such as hydro-
genated amorphous silicon,199 where the localized trap states
are distributed mostly near the band gap edges, while the
majority of states deep in the bands show significant
delocalization.
Alternatively, for P3HT and its polyfluorene copolymer

derivatives (APFO3), it was found that the alkyl chains act as
spacers that reduce the electrostatic disorder introduced by the
conformational distortions in main chains, while, on the other
hand, they increase the insulating barriers between different
chains that impede the charge carrier transport.197a The
material based on the APFO3 monomers without side chains
has a smaller mobility, due to the wider tail of the DOS near the
band edge, as illustrated in Figure 13c−e. This effect prevails
the effect of side groups acting as insulating barriers. Overall, all
of these computational results suggest that a band- like
description for mobility calculations may not be appropriate
for amorphous CPs with long side chains. Calculations proved
that in disordered CP materials, charge carrier wave functions
of band edge states are localized at one−two polymer chains,
taking a small region of space. As such, an electrical transport in
amorphous CPs is controlled by carrier hopping between
localized states.

4.3. Surface Functionalization and Chemical Defects in
Carbon Nanotubes

A variety of low-dimensional materials are highly fluorescent.
For example, CPs, QDs, and semiconductor nanorods may
exhibit close to 100% quantum yield (QY). In this respect,
semiconducting SWNTs are drastically different, typically
showing less than 0.1% photoluminescence (PL) efficiency.202

Such low PL of macroscopic SWNT samples is attributed to the
presence of tube bundles, metallic tubes, and tubes with
multiple defects, which quench emission. However, even the

Figure 12. Selected MEH-PPV amorphous structure with the two
marked oligomers with exactly the same confirmation they have in the
amorphous MEH-PPV sample used for calculations of molecular
orbitals by employing PBE, PBE0 (PBE1), and LC-wPBE functionals
combined with 6-31G* basis set. Selected occupied and unoccupied
molecular orbitals mostly have similar character of localization/
delocalization properties of electronic states independent of the
functional used. Reprinted and modified with permission from ref
163c. Copyright 2013 American Chemical Society.
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high-purity engineered samples of dispersed SWNTs protected
from the nanotube environmental influences still have an
overall low PL efficiency approaching about 10%.34,203 This is
explained by the intrinsic low-lying optically forbidden “dark”
states trapping excitations and nonradiative recombination of
freely diffusing 1D excitons at defect sites. As we discussed in
section 3.2, the lower-energy optical excitations in SWNTs
originate from four excitonic sub-bands204 with at least one
dark exciton residing below the first optically allowed bright E11

state,30a,96b,174,176 as illustrated in Figure 5. Despite low PL
efficiency, the optical properties of SWNTs have great
advantages, such as photostability, the absence of blinking at
room temperatures, near-IR fluorescence, and a narrow
homogeneous line width.205 Such robust photophysical features
are important for a number of technological applications,
including bioimaging and biosensing. Chemical functionaliza-
tion of the nanotube surface offers an attractive route to change
the selection rules controlling the optical activity in SWNTs
and to tune their optical spectra. Functionalization of SWNTs
can be achieved either through the formation of covalent
bounds between the nanotube and an adsorbed molecule, the
covalent functionalization, or through “stacking” and encapsu-
lation, noncovalent functionalization.

4.3.1. Brightening of Carbon Nanotubes via Covalent
Functionalization. In particular, covalent functionalization is
expected to significantly change the optical properties of
SWNTs. For example, recent experiments on individual
SWNTs in water have revealed a significant increase in PL
efficiency upon addition of reducing agents.34 Other exper-
imental studies have reported the appearance of low-energy
satellite PL peaks in SWNT samples with adsorbed atomic
gold,35 hydrogen,36 aryl salts,23a and oxygen.37 These bright
satellite peaks in PL have been associated with distortions of
the nanotube structures due to local chemical defects that
induce mixing between bright and dark excitons.35,37,206

Alternative hypotheses have suggested the involvement of
triplet states that provide bright red-shifted satellite peaks in
emission.35,36,207 In contrast, a significant reduction in the PL
efficiency has been found for protonated SWNTs208 and
SWNT dispersions exposed to acidic environments.209 The PL
quenching has also been explained by chemical defects, which
are assumed to introduce trap states for holes.34 Overall, the
mechanisms enabling optically forbidden transitions and the
interplay between bright and dark excitons in SWNTs upon
functionalization are still under debate. Part of the challenge
from the modeling perspective is a frequent absence of precise

Figure 13. Calculated density of states (DOS) and participation ratios, calculated by eq 6, representing averaged data for 16−20 different equilibrium
configurations of amorphous PPVs (a) and MEH-PPV aggregates (b), computed by DFT in plane-wave basis set with GGA PW91 functional.
Reprinted and modified with permission from ref 163c. Copyright 2013 American Chemical Society. The PR distribution for each polymer is fitted
to a linear dependence (dashed red lines). The smaller is the PR, the stronger is the localization of an electronic state. States with the PR < 2
correspond to the trap orbitals that are highly localized on a single polymer chain. Valence band of APFO3 monomers with (c) and without (d) alkyl
side chains, and comparison of mobility of P3HT and APFO3 oligomers and monomers with and without side groups (c), computed by DFT with
LDA. Reprinted and modified with permission from ref 197a. Copyright 2010 American Institute of Physics.
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binding/structural information on the chemical dopant site.
Subsequently, simulations typically rely on chemical intuition
and examine various binding energies to select preferable
structures.210

Recent TD-DFT calculations have demonstrated that
chemical functionalization of SWNTs by hydrogens and aryl
molecules at low concentrations locally alters the π-conjugated
network of the nanotube and leads to a spatial confinement of
the excited wave functions.38,101f Depending on the adsorbant
positions, the chemisorption significantly modifies the optical
selection rules.38,210a Thus, chemical defects originating from
hydrogen adsorption on a single carbon ring (insets in Figure
14a) perturb the low-energy excitonic band, allowing the

lowest-lying excited state to moderately red shift and to gain
substantial oscillator strength.38,101f This effect can be
rationalized by an analogy with excited states of a molecular
dimer in H-aggregate arrangement. One can impose this
simplistic model onto SWNTs, where a degenerate two pairs of
molecular orbitals appearing due to tube symmetry mix in
pristine tubes leading to the lowest dark state (antisymmetric
superposition) and the higher bright E11 state (symmetric
superposition). Chemical defect that alters excited-state
energies of one monomer may efficiently decouple states in

the molecular dimer by breaking wave function superpositions,
so that the resulting excited states would be localized back on
their parent molecules and both would be optically active.38

This is precisely what was observed in hydrogenated SWNTs,
Figure 14.
In contrast to the above case, attachment of hydrogens to

different carbon rings on the tube surface (1,4- and 1,8-defects)
results in a significant red-shift of the lowest excitonic transition
(Figure 14b), the wave function of which becomes highly
localized with an electron and a hole being “trapped” between
the two bonding hydrogen atoms,38 as can be seen from the
NTOs shown in Figure 14c. Such strong spatial localization
explains the small oscillator strength of this transition, as
compared to the ortho- and para-cases, and even complete
darkening of the lowest state depending on the defect
orientation. Computational data suggest that PL efficiency of
semiconducting SWNTs can be controlled by selective
chemical functionalization.38,101f All of these computational
predictions well agree with the recent experimental findings of a
bright emission peak in SWNTs with sp3 defects that is red-
shifted by as much as 254 meV from the original E11 excitonic
transition.206 Concurrent TD-DFT simulations of oxiden-
doped carbon nanotubes210b have also identified a variety of
deep and shallow traps leading to multiple sharp emission peaks
at energies 50−300 meV red-shifted from the E11 bright exciton
peak. These peaks are associated with trap states tied to
different specific oxygen chemical adducts (e.g., ether-d, ether-l,
and epoxide-l) with various wave function delocalization.
Overall, specific chemical doping is a promising generalized
route for direct control of carrier dynamics in SWNTs toward
enhanced light emission properties for photonic applications.

4.3.2. Noncovalent Functionalization by Bio- and
Conjugated Polymers. Noncovalent functionalization of
SWNT materials such as wrapping the tube by CP or DNA
chains and use of surfactants (e.g., sodium dodecylbenzenesul-
fonate, SDBS) proved to be a powerful approach allowing the
separation of different tube chiralities and one to suspend and
isolate individual species for subsequent characterization.21,23a

Computation-wise, it is possible to use inexpensive FF MD/
DFT combination described in section 4.2 to model
morphology and mechanisms of interactions in composites of
SWNTs. For example, the reduced structures of SWNTs
wrapped in CPs105b,211 and biopolymers like DNA101e,105a

obtained from classical MD simulations were then used as an
input for electronic structure and excited-state calculations.
Particularly, for the SWNTs functionalized by conjugated
polymers MM3-2000 FF,57 parameters of carbon,105b,163c

oxygen, and nitrogen atoms211 have been modified to
reproduce the geometry of the isolated PPV105b and
carbazole211 oligomers obtained from DFT calculations using
the B3LYP functional with the 6-31G(d) basis set. Subsequent
ZINDO calculations defined modifications in the excitonic
structure of SWNT/PPV composites.105b To obtain structures
of DNA-SWNTs hybrids, the CHARM27 force field was used
to represent both the single-strand DNA and the aromatic
carbon assigned to all C atoms on the SWNT101e,105a and
graphene.212

It is expected that noncovalent interactions between CP (or
DNA) chains and a SWNT occur via π−π stacking. The
mechanisms of SWNT interactions with CP and DNA have
been predicted by molecular dynamics105b,212,213 and Monte
Carlo214 simulations, unambiguously confirming a π−π stacking
with strong binding energy between the nanotube surface and

Figure 14. (a,b) Comparison of calculated absorption spectra of
hydrogenated (at various position of H) and unmodified (7,5)
SWNTs. Energy corresponding to the first excitation is indicated by an
arrow. (c) Natural transition orbitals illustrating delocalization of
excited states introduced by chemical dopant. Calculations of excited
states have been performed with TD-DFT approach based on B3LYP
functional and STO-3G basis set, using geometries optimized with
AM1 method. Reprinted and modified with permission from ref 38.
Copyright 2012 American Chemical Society.
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the polymer backbone, with stronger DNA−SWNT inter-
actions.105a,212 Such strong CP−SWNTs and DNA−SWNTs
interactions are expected to provide high stability of hybrids, so
that a molecule is unlikely to unwrap from the nanotube surface
under thermal fluctuations and other distortions.101e For some
applications, such as drug delivery or biomarkers, the stability of
polymer−SWNT hybrids is beneficial, because better-dispersed
and fully coated functionalized SWNTs demonstrate an
improved toxicological profile in medical studies.215 In addition,
morphology and, specifically, the alignment of a molecule with
respect to the nanotube surface, which, indeed, rely on the
polymer−SWNT interactions, affect all main properties of the
polymer−SWNT interface in hybrid materials. Unfortunately,
the current theoretical framework cannot explain the wide
geometry variations in CP−SWNTs structures predicting
different helical polymer wrapping,216,217 as well as parallel
alignment of a polymer along the nanotube axis. Nonetheless,
most simulations predict stable CP/SWNT configurations only
with relatively small wrapping angles (less than 20°),105b

especially for CP with stiff backbones,213a rather than a strictly
linear alignment on a nanotube surface, which agrees well with
available experimental data.218 Classical MD calculations101e

have also established correlations between the most stable
wrapping angles of SWNT−DNA hybrids and the most
preferential DNA base orientations on the graphene with
respect to its lattice vectors, which elucidate the sensitivity of
SWNT−DNA interactions to the DNA sequence.212 Trends in
the dependence of SWNTs dispersion and bundling mecha-
nisms on the type of the polycarbozole isomer, the polymer
length, and the diameter of the nanotube have been also
discussed on the basis of MD simulations.211 Overall,
noncovalent functionalization of SWNTs only weakly perturbs
excited-state structure in nanotubes, resulting in small red-shifts
(<30 meV) and broadening of the lowest-energy E11 and E22
absorption bands as seen in calculations105b and experi-
ments.218,219

5. EXCITED-STATE POTENTIAL ENERGY SURFACES
AND ELECTRON−VIBRATIONAL COUPLINGS

To this end, we have been discussing calculations and analysis
of electronic properties for a given molecular structure,
commonly, an equilibrium (optimal) geometry in the ground
state being a minimum of the PES. Within the Born−
Oppenheimer approximation, every electronic excitation has
its own PES, generally different from that of the ground state.
Subsequently, any electronic excitation results in perturbation
of nuclei degrees of freedom raising electron−nuclei coupling
phenomena. These electron−vibrational (in molecules) or
electron−phonon (in solids) interactions result in vibronic
effects, when the simultaneous changes in electronic and
vibrational energy levels of a molecule occur, for instance, upon
absorption or emission of a photon. Generally, the strength of
the electron−phonon coupling inversely correlates with the
extent of the respective electronic wave function; that is,
delocalized electronic excitations produce only small changes of
the electronic density “locally” with a minor effect on the force
field.220 Subsequently, the strength of electron−phonon
coupling greatly increases with diminishing system size and
an increase of quantum confinements, as illustrated in the
examples below. Because of strong carrier confinement, a
complete interplay between electronic correlations and
electron−phonon couplings is a typical feature in low
dimensional systems, such as conjugated organic85a,221 and

organometallic222 polymers, mixed-valence chains,223 and
organic molecular materials.224 Such effects frequently give
rise to a spontaneous symmetry breaking or the Peierls
distortions in many molecular materials. This leads to rich
physical phenomena such as metal-to-semiconductor transi-
tions in the electronic structure,101c exciton self-trapping, and
formation of solitons, polarons, and breathers.8,55b,170,225

However, these phenomena are expected to be less pronounced
in inorganic materials, such as semiconductor QDs, nanorods,
and nanowires, where strong ionic bonds arrange in rigid 3-D
structures. These are weakly perturbed by the change of an
electronic wave function, as compared to “soft” organic
materials like CPs. The mechanisms of electron−phonon
coupling, its strength, and dependence on the size and shape of
nanostructures are important questions in investigations of
ways of controlling photoexcited dynamics in nanomaterials to
improve their efficiency in optoelectronic and photovoltaic
applications.
The electronic confinement in nanomaterials effectively

converges the continua bands of electronic and vibrational
states of the bulk to discrete states. Therefore, nanostructures
such as QDs and SWNTs can be considered as a large molecule
rather than an infinite solid, with the difference being the
mechanism and strength by which the electronic and
vibrational states are coupled. Figure 15 schematically shows

two PESs corresponding to the ground and some excited states,
which could be very complex in realistic materials. The minima
can be characterized by a set of vibrational normal modes qα,
with their respective frequencies ωα. Here, index α spans 3N −
6 space, N being the total number of atoms in the molecule.
Vibrational frequencies typically range from ∼100 to ∼3000
cm−1 forming dense bands across the entire spectrum for large
molecules.226 Vibrational normal modes are obtained by
diagonalizing the Hessian for ground (∂2Eg(R)/∂R

2) or excited
(∂2Ee(R)/∂R

2) states, where R denotes the set of Cartesian
coordinates of the nuclei. The difference between ground- and
excited-state PESs near minima is typically characterized by
displacements Δα (reflecting different optimal geometries),
different vibrational frequencies ωα, and normal modes qα

Figure 15. Schematic representation of ground Eg(q) and excited
Ee(q) state molecular potential energy surfaces (PES) commonly
characterized via nuclear coordinates q, displacements Δ, vibrational
reorganization energy EV, vertical absorption ΩA, emission ΩF, and
Stokes shift ΩA − ΩF energies. Reprinted and modified with
permission from ref 91. Copyright 2002 American Physical Society.
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(Duschinsky rotation). All three quantities leading to a variety
of vibronic effects have been well explored for small molecules
both experimentally227 and theoretically.31 This is often not the
case for large systems, where calculations of vibrational spectra
can be numerically intractable and only a few vibrational modes
can be identified in the experimental spectra. Subsequently, a
displaced oscillator model151 accounting for displacements Δα

only (which indeed captures the core differences between PESs
in many cases) is typically implicitly assumed when discussing
exciton−phonon coupling phenomena in nanostructures. For
example, intensities of vibronic transitions in Raman spectra
can be determined as the square of the overlap integral between
the vibrational wave functions of the two states that are
involved in the optical transition, so-called Franck−Condon
(FC) overlaps.228 The latter in the displaced oscillator model
can be readily expressed via the respective Huang−Rhys factors
Sα = Δα

2/2, which are quantities most commonly used to
characterize the strength of the electron−phonon coupling in a
given system. Systems with S >1 belong to the regime of strong
electron−hole couplings, where the interactions between
electronic and vibrational degrees of freedom cannot be treated
as a small perturbation. Out of an overwhelming number of the
discrete vibrational coordinates q, it is a common case when
only a few vibrational modes (or phonons) couple strongly to
the electronic system.170c It is remarkable that for all systems in
the focus of this Review, QDs, SWNTs, and CPs, usually there
are only two types of vibrational motions (“fast” and “slow”)
responsible for the majority of vibronic effects. In the case of
quantum dots, these are acoustic (∼50 cm−1) and optical
(∼300 cm−1) phonons.156,229,230 Carbon nanotubes have radial
breathing mode, RBM (∼200 cm−1), and G-mode (∼1500
cm−1) relevant to the C−C bond stretching.106 Conducting
polymers feature torsional motion (∼100 cm−1) and C−C
stretching (∼1600 cm−1)231 modes.
Computationally, even finding the excited-state optimal

geometry can be a numerically demanding task. As in the
ground-state case, direct minimization of the excited-state
energy (e.g., steepest descent) or use of MD with damping (see
eq 5) is a common strategy. It is critical to calculate gradients of
the excited-state PES efficiently. Analytic gradients are available
for all SCF and TD-SCF computational frameworks.91,232

While the analytic second-order derivatives (Hessians) were
available in the SCF approaches for a long time, these have
been derived for TD-SCF methods only recently.233 This
advance is critical for the studies of excited-state vibrational
spectra. In the single-electron picture, the excited-state
geometry can readily be calculated by promoting one electron
from the HOMO to the LUMO and optimizing the wave
function with nonequilibrium state population; then keeping
the electronic configuration fixed, relaxing the atomic
positions.234,235 This approach, for instance, provides a good
approximation for the excited-state geometry of the QDs and
inorganic solids, where the excitonic effects are small.
Atomistic simulations of excited-state geometry distortions

and Huang−Rhys factors of nanosystems allow for inves-
tigations of the dependences of vibronic effects on the size,
chemical composition, and the shape of nanosystems and help
to reveal the intricate details of electron−phonon interactions
in these systems in a presence of surface defects and passivating
agents. Calculated observables, such as FC overlaps and Raman
spectra, can be directly compared to measurements and provide
important insights into interpretations of experimental data.236

Vibronic effects can be also commonly characterized by

spectroscopic parameters, such as Stokes shift frequently
defined as the difference between absorption and emission
maxima in experiments, which is roughly relevant to the
difference between vertical absorption and fluorescence
transition energies (see Figure 15). This should be
distinguished from the Stokes shift of electronic origin, when
the absorbing and emitting states have different electronic
character. While the difference is obvious in the case of few
level systems, it blurs out for large nanostructures with dense
and overlapping electronic manifolds as exemplified below for
QDs.
In addition, the FC overlaps and, consequently, the Huang−

Rhys factors (see the relationship in ref 237) are directly
connected to quantum dephasing of an excitation. Thus, the
time-domain representation of the FC factor can be interpreted
as a Fourier transform of the overlap of the vibrational wave
packets evolving in the initial and final electronic states
contributing to the excitation. Evolution of the vibrational wave
packets in the electronic state can be obtained from MD
coupled to DFT calculations of electronic subsystem, which
allows for semiclassical treatment of phonons.158b As such, the
obtained overlap provides the decoherence function,220 which,
in turn, gives the vibrationally induced decoherence (pure-
dephasing) times.158a,b The last one can be compared to
experimental values extracted from analyses of temperature
dependences of shapes of absorption bands as Γ = (1/T2) =
(1/2T1) + (1/2T2*). Here, the intrinsic homogeneous line
width is inversely proportional to the dephasing time, T2. The
latter includes the excited-state lifetime, T1, and pure dephasing,
T2*. For sufficiently long T1, the line width is defined by T2*,
which is associated with fluctuations and uncertainties of the
energy levels occurring due to coupling to vibrational modes.238

5.1. Electron−Phonon Effects in Quantum Dots

The absorbed photon energy in the QDs is normally larger
than the emitted energy resulting in the Stokes shift of mixed
electronic and vibrational origin. Reported values of the Stokes
shifts in CdX and PbX (X = S, Se, Te) QDs vary from
10 meV239 to 100 meV240 and even −10 meV241 (anti-Stokes
shift), depending on the composite, size, surface ligands, and
shell thickness.242 Such strong variations in the values are
attributed to multiple contributions to the Stokes shift. Previous
studies attributed the Stokes shift in QDs to size-distribution
effects,241 the variation of the valley−valley interactions,18

electron−hole Coulomb and exchange interactions,243 defect-
related electron−hole recombination,244 and the FC
shifts.234a,245 Only the latter is directly relevant to the
electron−phonon couplings and has been shown to play an
important role in small QDs.118b,234b For example, FC shifts
were calculated as a difference between the electron−hole pair
energies in the ground-state and excited-state geometries for
PbSe, PbTe, and SnTe QDs of different sizes, as obtained from
DFT using an occupation-number constraint to simulate
excitation.235 It was found that for QDs with diameters larger
than 2 nm, the FC shifts are negligible. For all systems but PbSe
QDs, the optical Stokes shifts were much larger than the FC
shifts.235 As such, the FC shift does not have the main
contribution to the observed optical Stokes shift in many QDs.
Only in some systems, such as 1 nm colloidal PbSe and Si QDs,
was the FC shift found to dominate the Stokes shift between
optical absorption and emission.234b,235,246

The Huang−Rhys factor, S, frequently taken as a measure of
the strength of the exciton−phonon coupling, varies from 0.2

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.5b00012
Chem. Rev. 2015, 115, 5929−5978

5950

http://dx.doi.org/10.1021/acs.chemrev.5b00012


to 0.7 for acoustic phonons in PbSe and CdSe QDs of 3−6 nm
in diameter, increasing with the confinement.244 Acoustic
phonons correspond to low-frequency coherent movements of
atoms of the lattice out of their equilibrium positions and most
readily appear in low-temperature spectra of QDs.229,230

Experimental values of S for optical phonons in the lowest
excitonic transitions were found in the range of 0.02−0.5 for
CdSe QDs,247 being considerably smaller than those for bulk
CdSe.248 Optical phonons are out-of-phase movement of the
atoms in the lattice giving characteristic vibrational replicas in
QDs spectra. The coupling to both acoustic and, particularly,
optical phonons has been found to be dependent on the
excitonic state, becoming weaker for higher-lying states.249

Overall, the values of S < 1 indicate a weak regime of exciton−
phonon couplings in QDs. In contrast to bulk semiconductors,
where longitudinal optical (LO) phonons govern the photo-
excited electron dynamics, lower frequency acoustic phonons
play a key role in dephasing250 of the electronic transition in
QDs and in the radiative properties of the lowest state
transition in CdSe, CdTe, PbSe, and InAs QDs, independent of
their composition and lattice symmetry.244,251 For the same size
and type QDs, the range of S values for the optical and acoustic
phonons differs by at least an order of magnitude.252 The
smaller is the QD, the larger is the surface to volume ratio and
the electron−phonon couplings,246 especially to acoustic
modes,251 although more complicated size dependence has
been also reported.250

Many discussions of electron−phonon couplings in QDs
adopt a macroscopic picture, where phonons are treated as
confined versions of the bulk crystal phonons.253 However,
such approach seems to be oversimplified. As compared to bulk
semiconductors, the phonons no longer have well-defined wave
vectors due to the confinement in QDs. As such, the selection
rules for phonons in QDs should differ from those in bulk
crystals. In addition, QDs have surface modes not present in
the bulk, while a charge carrier confinement modifies the
electronic transitions. Subsequently, the magnitudes and
character of electron−phonon couplings in QDs are expected
to differ from those in the bulk due to differences in both the
phonons and the electron excitations. The strength of the
exciton−phonon coupling correlates with matching between
the wavelength of a vibrational mode and the spatial extent of
the exciton. Therefore, highly delocalized excitonic states in
bulk systems are much stronger coupled to the LO phonons
with comparable wavelengths to the exciton size. However, the
confinement of excitonic states in small QDs allows for
coupling to smaller frequency vibrations, including the acoustic
modes.248 The presence of surface and defect states in the QDs
with more localized character of the excitonic state is expected
to result in a dominating role of acoustic phonons in electron−
phonon couplings in QDs.
Different atomistic calculations confirm these predictions.

For example, simulations of electron−phonon interactions in
CdSe QDs based on an empirical FF combined with the
effective mass approximations254 reveal larger Huang−Rhys
factors for the acoustic modes than for the optical modes in the
lowest energy transitions and decrease with increasing crystal
size from 2 to 4.5 nm. In contrast to acoustic modes, the optical
mode couplings exhibit a weaker dependence on the QD size
for both CdSe254,255 and PbSe230 QDs. The theoretically
predicted reorganization energies of these systems, correspond-
ing to the energy difference between the electronically excited
configuration at the vertical (ground-state) geometry and at the

relaxed excited-state geometry and relating to FC shifts, are in
the range of 10−30 meV for acoustic phonons and 3−6 meV
for optical phonons, as compared to 260 meV associated with
LO phonons in bulk CdSe.254 Thus, the overall electron−
phonon couplings are smaller in QDs than in similar bulk
crystals, while the coupling with acoustic modes is significantly
increased in QDs due to confinement and surface effects.
Adiabatic DFT-based molecular dynamics132 of smaller CdSe
and PbSe QDs of 1−1.8 nm in diameter also demonstrate that
acoustic phonons with frequencies around 50 and 100 cm−1

dominate both electron and hole dynamics for PbSe and CdSe
QDs, as shown in Figure 16. The optical modes with

frequencies around 200−250 cm−1 are also clearly present in
the spectra but with a smaller amplitude, indicating weaker
coupling of both electrons and holes to optical modes. In this
approach, thermal fluctuations of electronic levels depend
directly on specific phonon modes coupled to these levels.
Therefore, vibrational modes that most strongly modulate the
energy levels create the largest coupling, appearing as well-
pronounced peaks in the Fourier transform of the electronic
state energy evolving in time along the trajectory on the
ground-state adiabatic potential surface,132 shown in Figure
16a,b.
The difference in electron−phonon couplings between

acoustic and optical modes in QDs is rationalized by the fact
that acoustic modes are modulated by QD size, shape, and
surface, while atomic displacements of optical modes tend to

Figure 16. Fourier transforms of the time-evolving energies of initially
photoexcited holes (HOMO) and electron (LUMO) states illustrating
the hole− and electron−phonon couplings to the lowest energy
excitation in Cd33Se33 (a) and Pb68Se68 QDs (b), computed using first-
principles molecular dynamics with DFT and GGA (PW91) functional
in plane wave basis. Reprinted and modified with permission from ref
132. Copyright 2011 American Chemical Society. For comparison,
experimental Raman spectra of 6 nm PbSe are shown in (c). Reprinted
with permission from ref 230. Copyright 1997 American Physical
Society.
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average out due to thermal fluctuations. Such conclusion is
supported by Raman230,256 and photon-echo experiments257,258

of PbS, PbSe, CdSe, and CdTe QDs. From these experimental
observations, it was generalized that significantly enhanced
acoustic phonon coupling in nanocrystals is indicated by both
emission peak shift and large temperature-dependent homoge-
neous line shape. Strong interaction with acoustic phonons is
also responsible for ultrafast dephasing in QDs. The pure-
dephasing time was theoretically predicted to be ∼10 fs for the
lowest excitations in small PbSe QDs158a and ∼35 fs in CdSe
QDs119a of 1−1.8 nm in diameter. It was shown that dephasing
slows with increasing QD size and is weakly dependent on the
excitation energy, while occurring faster for biexcitons than
single excitons.160 In the collective description, low-frequency
acoustic modes coupled to nonmetal ions in the QD’s core
contribute mostly to pure-dephasing. This finding is in
agreement with the phenomenological elastic models,246

predicting decreasing in dephasing time with increasing QD
size. Overall, calculated dephasing times well reproduce the
measured homogeneous fluorescence line widths in QDs.259

Because electron−phonon couplings are relatively weak in QDs
(S < 1), as compared to bulk semiconductors and molecular
systems, ultrafast vibration-induced dephasing (<100 fs) is
expected in all small semiconductor QDs, independent of their
chemical composition.260

Changes in vibrational modes also can be used as fingerprints
of surface reactions in QDs, for example, for characterizations
of the chemical interactions taking place on the surface of the
QDs during the formation of QD-Ru(II)-polybipyridine
complex assemblies.124c IR spectroscopy and, in particular,
attenuated total reflectance Fourier transform infrared spec-
troscopy (ATR-FTIR) have been shown to be a powerful tool
in studies of the surface properties of NCs.124c These
experiments have demonstrated that the Ru(II)-complex
adsorption to the CdSe QD surface is associated with a loss
of a proton from the anchoring carboxylic group,124c which is
associated with well-pronounced symmetric and asymmetric
COO stretching vibrational frequencies of dye/QD composites,
as illustrated in Figure 17a. Overall, three modes of attachment
for these complexes to the QD surfaces are possible:
unidentate, where one oxygen of the carboxylate linker is
bound to one metal ion of the QD surface, chelating, where
both oxygens of the carboxylate are coordinated with one metal
ion, and bridging, where each oxygen of the carboxylate is
bound to metal sites of the QD surface, shown in Figure 17b.
Each of these binding modes is characterized by its specific
range of the separation, Δν = νas − νs, between the asymmetric
and symmetric stretch of the carboxylate group. These Δν
values have been effectively used as an empirical guideline for
distinguishing between binding modes of carboxylic acids to
various metal oxide surfaces.261 For the complex 2, Δν ≈ 210
cm−1 is consistent with an attachment via a bridging mode262

(see Figure 17b). The DFT and TD-DFT simulations of
Cd33Se33 clusters passivated with carboxylate groups result in
the largest absolute values of the binding energies between the
QD and the carboxylate in its bridging position,124c while Δν
gave the values of 289, 140, and 55 cm−1 for the unidentate,
bridging, and chelating geometries, respectively, following the
experimental trends. These calculations124c support the
conclusion obtained from ATR-FTIR spectra for the dye-
functionalized CdSe QDs that the complex 2 attaches
exclusively to the cadmium sites of the QD surface via a
bridging geometry, with the carboxylic acid anchoring group

being deprotonated in the process. Similar results have been
recently obtained for 1−1.8 nm PbSe and ZnO QDs supporting
that the most stable QD-Ru(II)-complex structures occur
through binding of the complex in a bridging mode to the QD
surface.119c,159

5.2. Huang−Rhys Factors and Excitation Self-Trapping in
Conjugated Systems

It is well established that exciton−vibrational interactions are
strong and practically define the entire photoinduced dynamics
of CPs85a,169a,221 and conjugated molecular systems.224a,b,263

For instance, pronounced ∼0.1−0.5 eV Stokes shifts in optical
spectra of CPs generally have predominantly vibronic origin
due to vibrational relaxation of the lowest singlet S1 state PES.
The latter leads to a significant distortion of the molecular
geometry,91 exemplified in Figure 18 for PPV systems. As
shown in section 4.2, the ground-state structure of PPV is not
planar; weak perturbations such as impurities and intermo-
lecular interactions may lead to a significant torsional disorder.
The situation is very different for the excited-state S1. Here, the
energy profile is no longer shallow with respect to the torsional
motion and has its global minimum at a planar structure shown
in Figure 18a.85a,231 The BLA parameter introduced in section
2.1 is an important feature of a conjugated oligomer’s geometry

Figure 17. ATR-FTIR spectra observed following exposure of CdSe
nanocrystal (NC) film to 10−3 M acetonitrile solution of complex 2
(2+NCs), recorded at indicated delay (gray lines). For references, the
spectra of independently prepared films comprising complexes 1 and 2
and its protonated (2a) and deprotonated (2b) forms, and the film of
NCs are also shown in (a) with schematic structures of studied
systems represented in the left column. (b) Possible modes of
attachment of the carboxylic acids to semiconductor surfaces and
corresponding difference in frequencies of symmetric and asymmetric
stretches of the carboxylic acid group, computed by DFT with B3LYP
functional and LANL2DZ basis set using CPCM for solvent model by
Gaussian 09 software. Reprinted and modified with permission from
ref 124c. Copyright 2011 American Chemical Society.
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reflecting the uneven distribution of the π-electrons over the
bonds associated with the effect of spontaneous symmetry
breaking also known as Peierls distortion.264 In half-filled zone
materials, Peierls distortion leads to gap opening at the Fermi
level, the metal−semiconductor transition.264 Polyacetylene
provides an example of such transition with the gap opening of
about 2 eV.221 As shown in Figure 18b, the BLA parameter in
the adjacent vinylene linkages of PPV(14) is constant along the
chain for the ground-state geometry and noticeably reduced in
the middle of the molecule for the excited-state geometry. Such
vibronic activities frequently lead to the spatial confinement of
the excited-state wave function (exciton self-trapping)91,265 as
discussed below and appear across many experimental
measurements such as IR/Raman or UV−vis spectra, time-
resolved spectroscopic probes, and molecular conductance.266

For example, a characteristic progression signifying coupling of
specific vibrational modes to the electronic system with
Huang−Rhys factors S ≈ 1−2 for CPs is frequently observed
in absorption and emission spectra and can be well captured
with electronic structure simulations267 (see Figure 19 for the
PPV case).
Similar to CPs, various signatures of electron−phonon

interactions in the photophysics of SWNTs have been
evidenced in various experiments, including vibronic reso-
nances in the photoluminescence excitation spectra,205b

vibrational progression in absorption/fluorescence line
shapes,268 Raman spectroscopy,269 coherent phonon excitation
experiments,106 transport measurements,270 as well as theoreti-
cal studies.95a,99c,101b−d However, nanotubes have more rigid
structure, as compared to organic molecules and CPs. As such,
vibronic effects in SWNTs are expected to differ from those in
the above systems, while also being very sensitive to the tube’s
diameter and chirality. Quantitative measurements of electron−

phonon coupling constants and Huang−Rhys factors from the
analysis of experimental Raman profiles271 and calcula-
tions101b,272 place SWNTs in a regime of weak coupling
strength as compared to typical molecular systems. In fact,
Huang−Rhys factors for SWNTs of about 1 nm in diameter
have been found in the range of 0.01−0.02 for the lower
frequency radial breathing mode (RBM) associated with
acoustic phonons.101a,b Conformational changes induced by
the C−C bond stretching, the longitudinal G-mode, are
stronger, as compared to RBM modes. Typical Huang−Rhys
factors along E11 PES for G-modes are 0.1−0.4, respectively, for
SWNTs with diameter of about 1 nm.106,271b Despite the weak
electron−phonon coupling regime, sophisticated vibronic
phenomena have been experimentally detected, such as
anharmonic coupling between RBM and G-mode appearing
in the excited-state potential,106 ultrafast bandgap oscillations
upon intense short optical pulses via the generation of coherent
phonons,273 and exciton self-trapping.274

Electronic structure calculations can quantify the differences
in geometries of ground (GS) and E11 excited (ES) states.
Figure 20 compares the GS and ES structures of several
SWNTs. The GS geometry contains the corrugation of a tube
surface appearing as sharp peaks in the radial dependence in
Figure 20a,b. These surface corrugations are associated with the
BLA parameter making some bonds shorter (more like a
double bond) and some bonds longer (more like a single bond)
in the hexagonal cell of both zigzag and chiral nanotubes.101c

Because of the rigid structure, the respective nanotube BLA is
about 0.01−0.02 Å, which is about 10 times smaller than those
in CPs (see Figure 18b).101a This geometric distortion, caused
by interactions of σ- and π-orbitals induced by the curvature,

Figure 18. Geometry relaxation along the excited-state surface from
the ground to the lowest excited-state equilibrium geometry of
PPV(14) oligomer. The excited-state structure shows reduced
torsional disorder (planar geometry) (A) and reduced bond-length
alternation (d1 − d3)/2 − d2 in the middle of the molecule (B), as
compared to the ground-state geometry. Simulations have been
conducted using AM1/CIS representation of excited states. Reprinted
and modified with permission from ref 91. Copyright 2002 American
Physical Society.

Figure 19. Experimental (A) and calculated (B) photoluminescence
spectra of PPV oligomers. Inset in (A) schematically displays emission
processes between vibrational levels of the excited and ground states
controlled by magnitudes of the corresponding Franck−Condon
factors. Inset in (B) shows dominant nuclear motions leading to
vibrational structure of the fluorescence line shape. Simulations have
been conducted using AM1/CIS representation of excited states.
Reprinted and modified with permission from ref 91. Copyright 2002
American Physical Society.

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.5b00012
Chem. Rev. 2015, 115, 5929−5978

5953

http://dx.doi.org/10.1021/acs.chemrev.5b00012


has many similarities with Peierls distortion phenomenon.264

However, in contrast to CPs, the produced band gap in the
metallic SWNTs is smaller than the energy of thermal
fluctuations,275 rationalized by much weaker local distortions
in nanotubes. Despite a small value of BLA, its change in the ES
is well noticeable: The BLA nearly diminishes at the ES
geometries, making the nanotube surface locally less distorted,
as seen in Figure 20a,b. The periodic oscillations in the
difference between the radial distances of carbon atoms along
the tube length in the GS and ES geometries (Figure 20c)
reflect the decrease of radial difference upon relaxation of
photoexcitation, with the largest geometric changes developing
in the middle of the tubes. Overall, zigzag tubes show larger ES
structural relaxation than chiral tubes.101a This vibrational
relaxation vanishes in the limit of very narrow tubes101c due to
disruption of π-conjugation and curvature induced strain. The
vibronic relaxation increases and reaches a maximum for tubes
with diameters close to 1 nm. For tubes with a diameter >1 nm,
the radial difference becomes smaller and approaches zero in
the graphene limit.
Structural changes in the excited state (Figures 18 and 20)

manifest concomitant localization of the exciton in the center of
the system, known as exciton self-trapping detected both in
CPs91 and SWNTs.101c Figure 21 signifies similarities of this
phenomenon for both cases by examining the diagonal size LD
of transition density matrices corresponding to the lowest

singlet electronic excitations, which quantify the spatial extent
of excited-state wave function. As expected, the self-trapping
effect of the lowest exciton in CPs is significantly stronger than
those in SWNTs, as illustrated in Figure 21 for the PPV case,
due to much stronger electron−phonon couplings. The trend
in the exciton trapping in SWNTs follows the magnitude of
lattice distortions: it vanishes for narrow nanotubes with
diameter less than 1 nm (e.g., (6,2) as shown in Figure 21) and
becomes most pronounced in SWNTs with diameter of about 1
nm (like (7,6) in Figure 21).
An important and interesting phenomenon resulting from

electron−vibrational coupling and spatial redistribution of the
excitonic wave function is violation of the so-called Condon
approximation.276 The latter states that the dipole moment
should be independent of the vibrational coordinates and has
been successfully used in modeling and analysis of vibrational
spectra, particularly of small molecules.277 However, the validity
of the Condon approximation in the world of nanostructures
should be carefully considered. For example, an extremely
strong violation of this approximation has been recently
observed210b in the case of cycloparaphenylenes ([n]CPP),278

which consist of n-phenyl units connected in a conjugated
periodic chain. Unique circular geometries of CPPs ensure a
variety of interesting physicochemical and electronic properties

Figure 20. Variation of tube radius at the ground (GS) and E11
excited-state (ES) geometries as a function of azimuthal angle (a,b)
and the tube axis Z (c) showing a change in corrugation of the tube
surface in the ground versus excited states. GS geometry is corrugated
for all considered tubes, while ES geometry exhibits smoother surface
shape and, thus, decreased Peierls distortion. The narrower is a
nanotube, the less difference is observed between the GS and ES
distortions. Reprinted and modified with permission from refs 101a
and 101c. Copyright 2007 Elsevier (a,b) and 2007 American Chemical
Society (c).

Figure 21. Comparison of transition density matrices from the ground
state to the lowest optically active excited state (E11) of various
SWNTs and the PPV polymer of similar length. The first and second
columns display two-dimensional contour plots of transition density
matrices for E11 excitons at the GS and ES optimal geometries,
respectively, as a function of electron (Y-axis, nm) and hole (X-axis,
nm) coordinates. Transition density magnitude scales from red (0) to
violet (1) through the natural rainbow color sequence. The right
column shows the diagonal slice (LD) of the E11 and E22 transition
density matrix as a function of electron−hole pair position along a tube
illustrating delocalization patterns of excited states. Similar to the PPV,
SWNTs with larger diameter exhibit higher localization of the E11
exciton in the middle of a tube (self-trapping) at ES geometries as
compared to the GS profile. Computations are completed by TD-HF
approximation combined with the AM1 Hamiltonian. Reprinted and
modified with permission from ref 101c. Copyright 2007 American
Chemical Society.
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valuable for many applications in materials science and
technology such as photovoltaic, photoelectronic, and light-
emission technologies. Here, in contrast to the linear CP
chains, the lowest S1 state is optically forbidden as shown in
Figure 22. The next electronic states S2 and S3 are degenerate
and strongly optically allowed with perpendicular polarization
emerging from the orthogonal transition dipole moments,
making the CPPs good light absorbers. A significant transition
dipole moment (and oscillator strength) appears in the lowest
excited state during its equilibration279 due to exciton self-
trapping, making this class of chromophores excellent light
emitters278a due to violation of Condon approximation.228

Non-Condon effects may also appear in SWNTs resulting in
nontrivial profiles of Raman spectra. Resonant Raman experi-
ments of single-chirality enriched SWNT samples reveal strong
asymmetry in intensities of the resonance coupling of G-mode
to incident and scattered photons for the second excitonic band
E22.

280 The observed asymmetry can be attributed to violation
of the Condon approximation. Quantum chemistry calculations
at the level of CIS coupled to semiempirical Hamiltonian
determined the degree to which displacement along the G-
mode coordinate affects the transition dipole moment of the
E22 band in (7,6) and (9,4) SWNTs.101d For both tubes,
excitonic band E22 demonstrates redistribution of intensities
between the most optically active and optically weak transitions
in tubes with geometries disturbed by displacement parameter
along the G-mode. The simulated change in the intensity of E22
as a function of the displacement along the G-mode confirms
the non-Condon behavior of SWNTs. Significant non-Condon
contribution to Raman response was also experimentally
detected for E33 and E44 bands in (8,6), (9,4), and (10.5)
SWNTs.281 However, alternative interpretation of the asym-
metric Raman profiles of G-modes has been suggested
recently269b within the framework of the quantum-field third-
order model for Raman scattering and perturbation theory.
This model described the observed asymmetry in Raman
profile of G-mode to the contribution of van Hove singularities
in the optical transitions and to the wave-vector dependence of
the matrix elements of the Raman-scattering process in
SWNTs.269b

5.3. Electron−Vibrational Couplings and Polarons in
Conjugated Polymers

The previous section has focused on the role of electron−
phonon coupling in delocalization of optically active excitations
(singlet states) in organic materials. Similar effects appear also
for other significant electronic excitations such as charge and
spin states. Ultimately, interactions of energy (excitons) and
charge (polarons) carriers282,283 and their delocalization
properties define optoelectronic properties of CPs being
strongly affected by materials morphology.47a For example,
charge carriers anion and cation in organic CPs are typically
localized on a segment of a π-conjugated polymer creating a
local distortion in the structure.284 Frequently, such quasipar-
ticles are denoted as polarons, where dressing is provided by
interactions of a charge with the lattice. Notably, when
considering charge states, the role of dielectric environment
should not be overlooked. Both experimental and theoretical
studies revealed that polarization effects play an important role
in polaron formation.285,286 As such, there are two distinct
origins leading to self-localization (or self-trapping) of
electronic excitations in low-dimensional semiconducting
polymers. First is the distortion of molecular geometry, which
may create a spatially localized potential energy well where the
state wave function self-traps. Second, even in the absence of
geometric relaxation and vibrational dynamics, the electronic
excitation may become spatially confined due to energy
stabilization caused by polarization effects from the surrounding
dielectric medium. These origins are challenging to separate
experimentally, while atomistic quantum chemistry calculations
are in a better position to get insights into this question.94,287

Computationally, there is a great sensitivity of the results to
the choice of model chemistry.285,288 For example, pure DFT
functionals such as BLYP within unrestricted Kohn−Sham
scheme are unable to reproduce charge localization by
overestimating delocalization of polarons in PPVs and its
derivatives.288,289 As was the case for excitonic effects (see
section 3.2), a quantitative description of the polaronic states
strongly depends on the amount of orbital exchange included in
the DFT functionals.166a,b,290 The larger is the HF portion in

Figure 22. Top: Orbital distribution of transition density and schematic of transition dipole for S1, S2, S3, and S1 transitions in [12]CPP molecule.
Bottom: Torsionally distorted geometry in the ground state locally planarizes due to vibronic relaxation. In the ground-state geometry, S2 and S3
states are optically active, whereas S1 state is optically forbidden due to symmetry. Exciton self-trapping of S1 leads to the appearance of transition
dipole and strong fluorescence. Computations were performed using CAM-B3LYP/6-31G* model chemistry coupled with CPCM solvent model.
Reprinted and modified with permission from ref 279. Copyright 2014 American Chemical Society.
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hybrid functional, the stronger is the spatial localization of both
polarons and excitons, while polaron’s localization significantly
increases when a polar continuum environment is introduced
into calculations.94 According to the results of refs 94 and 287,
however, only long-range corrected functionals such as LC-
wPBE are able to reproduce the extent of the polaronic spin
density in MEH-PPV (2−3 repeat units) consistent with
experimental estimates.291,292

Finally, we illustrate complex relationships between polaronic
localization and CP morphology resulting in breaking
symmetry between conduction and valence bands present, for
example, in an ideal chain. Indeed, previous experimental200

and theoretical87,163d,293 studies observe a strong dependence
of the optical response of the opposite carriers on the molecular
structure. Asymmetry in response of the opposite charged
polarons was optically detected in magnetic resonance response
of MEH-PPV.294 It is important to note that in experimental
samples both torsion disorder and cis- and trans-defects are

present. The latter have been shown to differently affect the
electron and energy transfer properties in PPV derivatives with
various side-chain substitutions.295,296 The fluorescence inten-
sity of the optoelectronic devices was shown to improve by the
introduction of cis-defects into the backbone of the PPV
derivatives.297−299 Further, in a theoretical study,300 the hole
and electron transport properties were observed to be markedly
different for cis conformations of PPV derivatives in comparison
to the trans ones. TD-DFT calculations confirm that the
introduction of weak-trans defects along the MEH-PPV chain
results in asymmetry of positive P+ and negative P− polarons,
while preserving their symmetry in PPV chains, as illustrated in
Figure 23. Self-trapping of P+ and P− polarons signified by BLA
occurs for both PPV and MEH-PPV polymers in the middle of
the chain for their undistorted trans geometries. However,
trans-defects in MEH-PPV shift the P− state closer to the defect
position, whereas P+ stays away from it. In contrast, cis-
distortion does not contribute to the asymmetry between P+

Figure 23. BLA defined in Figure 18 along the length of the PPV (left column) and MEH-PPV (middle column) chains with trans- and cis-defects
for charged species. The dip in the BLA distribution corresponds to the self-trapping region of P+ and P− polarons. Depending on the type of the
trans- and cis-defects (right column), polarons attract or repel from it. Notably, symmetry between P+ and P− excitations is broken in MEH-PPV.
Computations were performed using LC-wPBE/6-31G* model chemistry coupled with CPCM solvent model. Reprinted and modified with
permission from ref 287a. Copyright 2013 John Wiley & Sons, Inc.
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and P− polarons in MEH-PPV, while slightly shifting them
from the center to the edge of the oligomer. Similar behavior is
observed in PPV with a strong cis-distortion, while trans-defects
do not affect the position of both polarons. The difference in
polaron self-trapping between PPV and MEH-PPV is attributed
to the presence of the alkoxy groups (OCH3) on the phenyl
rings in the latter, distributing a complex set of local dipoles
along the molecular backbone.287a The difference between P+

and P− locations in the presence of trans-defects in MEH-PPV
originates from the existence of two energy minima for
opposite charged carriers, with the energy barriers of ∼13 meV
(<kBTroom) for P+ and 55 meV for P− polaron in the trans-
SK(6−3) configuration. The lower energy difference between
the two wells of positive polaron provides a higher drift
mobility of holes in weakly defected trans MEH-PPV
geometries than the electrons, which well agrees with the
lower reorganization energies in these systems301 and
experimental findings.294

As compared to CPs, interplay of electron−phonon coupling
and charge carrier localization has been explored to a much
lesser extent in SWNT and QD materials. In inorganic
semiconductors, including QDs, the density of charge carriers
is typically delocalized over the entire lattice124a or getting fully
localized on the surface state or dopant atom.122c,302 Charge
carriers in SWNTs are extremely mobile. However, exper-
imental evidence of charge states localized on the nanometer-
scale in carbon nanotubes was reported recently.303 This
phenomenon was attributed to an enhanced electron−vibra-
tional coupling and distortion of the tube surface similar to the
exciton−phonon features discussed in Figures 20 and 21.

6. NONADIABATIC DYNAMICS AND NONRADIATIVE
RELAXATION

Prediction of photoexcited dynamics at molecular- and
nanoscales is fundamental to a myriad of technological
applications, ranging from sensing, imaging, solar energy
harvesting, to future optoelectronic devices. After a molecule
absorbs light quantum, a typical scenario includes relaxation of
the initial excitation via phonon/vibronic mechanisms through
multiple excited states (intraband relaxation), leading to spatial
energy transfer, excitation localization/delocalization, and/or
charge separation phenomena, schematically illustrated in
Figure 24a. Understanding and control over these processes
(photoinduced pathways) lies in the heart of all of our efforts to
design functional photoactive materials for many technological
applications. Modern time-resolved ultrafast spectroscopy is a
major tool to study such dynamics.151

The simplest but practical models describing the rate k of
transitions between initial (i) and final (f) electronic states is
based on the celebrated Fermi golden rule ki→f = (2π/ℏ)|Vif|

2ρf,
where Vif is coupling between states and ρf is the density of final
states. Examples of such models include Foerster theory304

describing energy (excitation) transfer,305 Marcus theory
describing charge transport,301 and Landau−Zener tunneling
in the case of nonradiative transitions between two electronic
terms.306 The key quantities to all of these models such as
electronic couplings and spectral overlaps (Forster theory) or
electronic couplings and reorganization energies (Marcus
theory) can be extracted from quantum chemical method-
s,130,169a,307,308 which have been discussed in the previous
sections. Such approaches do provide a prototype framework
for first-principle simulation of transport or relaxation
phenomena. However, frequently common cases already

feature multiple photoexcited pathways difficult to describe
with a phenomenological few-level systems. Moreover,
association of initial (i) and final (f) states with specific
electronic transitions or molecular fragments, is frequently
unclear and ambiguous.
This calls for direct atomistic modeling of photoexcited

electronic processes, which is much more challenging as
compared to adiabatic Born−Oppenheimer MD on a single-
state PES,91,232a,309 as discussed in section 5. The main problem
is treatment of nonadiabatic electron−phonon processes
allowing changing PESs and wave functions (i.e., quantum
transitions) in the course of dynamics. This requires
consideration of electronic and nuclear interactions beyond
Born−Oppenheimer approximation310−312 with inclusions of
quantum features in the vicinity of the level crossing.313

Methods providing quantum mechanical/semiclassical dynam-
ics in such cases exist, for example, path-integral techniques314

or multiconfigurational time-dependent Hartree (MCTDH)315

techniques solving the time evolution of the nuclear wave
packet. The ab initio multiple spawning (AIMS)313b,c,316

simultaneously solves nuclear dynamics (via evolution of frozen

Figure 24. (A) The main aspects of photoexcited dynamics: Electronic
excitation from the ground-state surface S0 to an excited-state SN
follows by nonadiabatic intraband relaxation with typical time scales
from ∼100 fs to ∼10 ps. This relaxation involves complex electron−
vibrational dynamics where transition probabilities depend on
nonadiabatic couplings between states. (B) Schematic overview of
methods for photoexcited dynamics applicable to atomistic modeling
of nanosized systems. Methods are grouped by contributions of
nonadiabatic (NA) electronic transitions (nonadiabaticity), numerical
cost, and precision. Adiabatic electronic states calculated along MD
trajectories (a) serve as a reference point. Methods including quantum
electronic transitions (marked by red arrows) use first-order NA
couplings (b) computed using MD trajectories. Time evolution of an
excitation is based on density matrix (c) or surface hopping within the
ground-state (d) or excited-state (e) trajectories.
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Gaussian wavepackets) and electronic structure problems.
While being accurate enough, these approaches, however, are
not feasible for applications to extended systems of hundreds of
atoms in size, due to tremendous computational cost.
Mixed quantum-classical dynamics approaches317 are numeri-

cally easier. The relative simplicity in these approaches comes at
the expense of built-in severe approximations underlying
inconsistencies between quantum and classical mechanics.317

Here, we briefly outline the main approaches used in the field
and refer the interested reader to comprehensive reports.318

The time-dependent wave function is typically presented on the
basis of adiabatic excited-state wave functions ϕi as

∑ φ|Ψ ⟩ = | ⟩t C tr R r R( , , ) ( ) ( ; )
i

i i
(7)

where r(R) corresponds to electronic (nuclear) degrees of
freedom and the expansion coefficients Ci(t) satisfy the
equation of motion (time-dependent Schrodinger equation):

∑ℏ ∂
∂

= − ℏ ̇i
t

C t C t E i C t Rd( ) ( ) ( )i i i
j

j ij
(8)

with the first term corresponding to the adiabatic state with the
energy Ei. The main ingredients driving quantum transitions
between adiabatic states are the first-order nonadiabatic (NA)
derivative couplings (the second term in eq 8):

∑φ φ= ⟨ |∂ ∂ | ⟩ = ̇ = ̇V t d R d R/ij i j
I

ij I I ij,
(9)

φ φ= ⟨ |∇ | ⟩dij i jR (10)

Here, indices i, j refer to electronic states, whereas I labels
nuclei degrees of freedom. The Ehrenfest (or mean field)
dynamics propagates nuclei using an average force correspond-
ing to the electronic subsystem being in a linear combination
(superposition) of adiabatic states according to eq 8. It can be
considered as an intermediate step from adiabatic to non-
adiabatic MD.319 However, the Ehrenfest method suffers from
the same deficiency as all mean field approximations; that is,
classical motion follows a single average path.320 This deficiency
is critical in modeling systems, where different excited-state
PESs vary dramatically from each other and from the ground
state, and when there are multiple products.
Surface hopping approaches (such as fewest switches surface

hopping (FSSH) algorithm) typically average over a family of
classical trajectories, where quantum transitions among states
are allowed.321,322 These techniques address the deficiency of
the Ehrenfest dynamics by allowing a trajectory to split into
branches, so that each quantum state gives rise to a different
branch governed by state-specific forces and weighted by the
quantum state probability. For example, in the FSSH, the
probability for a quantum transition from the current electronic
state i to all of the other states j is proportional to the NA
couplings Vij, calculated at each integration step along the
classical MD trajectory following Tully’s algorithm minimizing
the number of hops between electronic states.322−324 Overall,
the FSSH can be interpreted as a quantum master equation for
electron dynamics, in which state-to-state transition rates
nonperturbatively depend on time through couplings to explicit
phonon dynamics simulated at the atomistic level.322,323

The FSSH-type approaches are the most common non-
adiabatic MD schemes with various implementations ranging
from ab initio methods325,326 to DFT318a and TD-DFT56b to

semiempirical models327 to reduced Hamiltonian prob-
lems.328,329 Figure 24 schematically represents methods of
different level of complexity dictated by used approximations,
which are commonly employed in simulations of photoexcited
dynamics of large systems. To make the FSSH feasible for large
systems, a series of approximations were made to lighten the
computational load.318a,323,330 The most severe is the classical
path approximation, which assumes that nuclei behave
according to classical Hellman−Feynman forces, which are
equal for the ground and excited electronic states, due to
negligible variations in the ground versus excited-state total
densities. In this case, either a single ground-state or excited-
state adiabatic trajectory can be used as input for the NA
simulations. Such strong approximation is justified for inorganic
solids, QDs, and SWNTs, having relatively rigid structures and
small Franck−Condon factors pointing to weak distortions of
their lattices by absorbed light, as we discussed in section 5.
Additional drastic approximation is neglecting electron−hole
correlations, so that the excited states are described as single-
electron excitations between KS orbitals as discussed in section
3.331−333 This time-domain KS (TD-KS) framework (d-method
in Figure 24) has been found to work well for describing the
energy relaxation process in semiconductor surfaces,330,334 as
well as bare,318a ligated,158c and doped335 quantum dots, and
also SWNTs.95b,97

Such approximations, however, may not be suitable for
organic conjugated materials featuring strong excitonic effects
and large electron−vibrational couplings. In this case, the NA
excited-state MD (NA-ESMD)85a,141,336,337 (e-method in
Figure 24) relies on the FSSH and describes excited states
using the configuration interaction singles (CIS) formalism
with a semiempirical model Hamiltonian accounting for
excitonic effects. Furthermore, the use of state-specific gradients
for propagation of nuclei on the native excited-state PES
eliminates the need for the classical path approximation.
Efficient computation of analytic NA couplings338−341 and
gradients139a,141 allows for NA-ESMD considerations for
hundreds of atoms on ∼10 ps time scales by simulating a few
hundreds of classical trajectories with various initial conditions
to be propagated along different excited-state PESs. The
computational compromise here is usage of numerically
efficient semiempirical models with limited quantitative
accuracy.
One of the major drawbacks of the FSSH method is the lack

of decoherence and description of interference phenomena in
the electronic wave function due to independent trajectory
framework. To overcome this problem, various decoherence
corrections were implemented to the FSSH algo-
rithms.328,342−344 For example, the method proposed in refs
345−347 includes phase corrections to the electronic
propagation and does not require the specification of a
decoherence time or simultaneously running trajectories on
multiple electronic PESs.328 The decoherence-induced surface
hopping (DISH) algorithm coupled with the time-domain DFT
has been developed by Prezhdo’s group.348 Recently developed,
the semiclassical Monte Carlo (SCMC) approach266,349

accumulates phase information characterizing each classical
trajectory, which is further used to perform “postprocessing”
evaluation of multidimensional integrals while retaining the
FSSH simplicity in applications to the realistic systems.
Decoherence between excited states and relaxation of an

excitation to the thermal equilibrium can be also computed in
terms of reduced density matrix (RDM),350 an analytically
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derived method complementary to the surface hopping
algorithm. Here, dynamics is efficiently described by averaging
over the NA couplings, Vij(t), obtained at a short period of the
adiabatic trajectory and providing time-independent NA
couplings as a parameter for each electronic transition. This
parametrization follows from decomposition of a molecule into
a system (electronic degrees of freedom) and bath (nuclear
motion) parts, as implemented in the multilevel Redfield
theory.351,352 Upon average over the ensemble, the influence of
nuclei on electrons is represented by the autocorrelation
functions of NA coupling.353 Such autocorrelation functions
decay instantly, thus justifying use of the master equation with
time-independent coefficients, in contrast to the FSSH
procedure. A time average of the autocorrelation function of
NA couplings provides time-independent Redfield coefficients
of electronic transitions that enter into the equation of motion
for the electronic degrees of freedom to get evolution of the
state population318d,354 (c-method, in Figure 24). Being less
accurate but still consistent with the FSSH,355 the RDM is
faster and works well for the semiconductor bulk and
surfaces.318d,356−358

6.1. Photoexcited Dynamics in Quantum Dots

Because of the much higher surface/volume ratio as compared
to bulk materials, surfaces play a critical role in defining light-
driven charge transport and energy relaxation processes in
QDs. Effects of the surface ligands and dopants on the radiative
and nonradiative dynamics of QDs have been experimentally
studied for several decades.180,239,359 However, questions of
controlling the surface chemistry are still open, mainly because
of a lack of suitable experimental and theoretical tools for
quantitative characterization of the surfaces of nanostructures.
Some progress has been achieved in simulation of relaxation
processes in small bare PbSe and CdSe QDs.118a,119a,b,132,158b

Most of these simulations address the question why QDs
demonstrate ultrafast electron relaxation similar to bulk
materials (a few picoseconds). Strong confinement in QDs is
expected to result in a significant mismatch between the
electronic and vibrational energy quanta, which should slow the
rates of energy relaxation through electron−phonon inter-
actions and, thus, significantly reduce the loss of photo-
excitation to heat.360 Known as phonon-bottleneck, the effect
remains elusive, except the cases where the emitting central
core of the QD is isolated from a surface environment by shells
of other semiconductor structures, like, in “giant” QDs.10,361

Several mechanisms have been suggested to explain the absence
of the phonon-bottleneck in QDs: (i) many-phonon inter-
actions, (ii) the Auger process, when the excited electron
exchanges its energy with the coupled hole, and the hole then
relaxes fast through its denser manifold of states,17,362 and (iii)
surface processes, including surface impurities, defects, and
passivating ligands.15b,363 Experimentally, it is almost impossible
to decouple these processes. The exception is the giant QDs,
where several shells of different thicknesses and compositions
(CdS, ZnS, or ZnSe) surround the core (CdSe or PbSe) of the
QD.10 These shells protect the QD core from a surface
environment and decouple electrons from holes, thus
minimizing both relaxation mechanisms.359b When both types
of relaxation channels are suppressed, the energy relaxation
time could be as long as 1 ns, revealing the phonon
bottleneck.361 To complement insights into experimental
observables, nonadiabatic MD simulations provide the

necessary details on efficiency and interplay between each of
these processes.364

For example, TD-KS modeling reveals a dense distribution of
electronic levels near the energy gap (Eg) in PbSe119a,b and
CdSe118a QDs due to surface reconstructions and the lack of
absolute spherical symmetry of the QD. The ratio of the
number of such surface states to the number of core states is
growing with decrease in the QDs size. Most of these states are
optically dark and are not seen in absorption spectra, but they
do couple to phonons and facilitate carrier relaxation
processes.118a This explains why the measured relaxation rates
in small QDs are faster than in larger nanocrystals.365 It was
also found that NA coupling between nearest states is nearly
twice larger than the coupling averaged over all other pairs of
states, for both electrons and holes independent of their initial
excitation energies.132 As such, neighboring transitions govern
the carrier relaxation in QDs. For both PbSe and CdSe QDs,
holes exhibit stronger NA couplings than electrons,118a,132

rationalizing faster relaxation times for holes, especially in CdSe
where the holes are much heavier than electrons, which agrees
with experimental data.359a These simulations also demonstrate
enhancement of multiphonon processes in small QDs.119b,132

Although relaxation through several phonons is typically
inefficient in bulk semiconductors,359a,366,367 the localization of
wave functions due to surface defects plus strong NA electron−
phonon coupling in small QDs make multiphonon processes
highly probable, particularly for acoustic phonons coupled to
the lowest energy electronic states in small QDs.119a,132 Using
TD-KS calculations, Kamisaka et al.158a also have predicted
ultrafast dephasing times (10−30 fs) of excitations in QDs
rationalizing it by strong interactions between excitons and
acoustic phonons, as was later proved by experiments.257

Overall, nonadiabatic MD simulations demonstrate that the
phonon bottleneck in QDs can be efficiently avoided through
two relaxation pathways: surface states and multiphonon
processes. In the close proximity to the band gap, the
multiphonon mechanism governs the relaxation, and a
signature of the phonon bottleneck is seen for the lowest
energy transitions.118a

Similar TD-KS approaches have elucidated the role of surface
ligands in the phonon-mediated energy relaxation in CdSe
QDs.158c It is found that at the excitation energies larger than
2.5 times the QD’s energy gap (>2.5Eg), relaxation occurs
about twice as fast in CdSe QDs ligated by phosphine oxides
and amines than in ligand-free QDs, as illustrated in Figure 25.
At high excitation energy, the ligands introduce to the
electronic structure of the QD a new manifold of hybridized
orbitals, for which the electronic density is spread over both the
QD and the ligands.124a Such hybridized orbitals are
characterized by increased electron−phonon couplings to the
high frequency vibrations of the ligands, thus opening new
relaxation channels allowing for faster relaxation rates.
Extrapolation of the simulated results to different QD sizes
and ligand densities suggests that for commonly used in
experiment CdSe nanocrystals with 4−7 nm diameters, surface
ligands can increase relaxation rates by 3−4 times at
photoexcitation energies higher than 3 times of the QD’s
energy gap, and become a competing mechanism to other
relaxation processes. Overall, this computational work158c

provides energy-resolved relaxation rates across the broad
excitation region (which can be further used for analytical
models, such as effective mass approximation), clarifies the
effect of ligands on intraband carrier relaxation, including the
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dependence on the excitation energy, and intends to stimulate
experimental efforts in measuring the intraband relaxation rates
in the high-energy domain, which are now scarce. Additionally,
this generates an understanding of the conditions necessary to
achieve and control the phonon-bottleneck experimentally via
chemical manipulations of the QD’s shells, ligands, and
dopants, for example, due to the recently established relation-
ship between the phonon-bottleneck and the quantum Zeno
effect.158b

Fischer et al. have used the TD-KS approach to study
formation of a metal-to-ligand charge transfer (MLCT) states
in a Mn(II)-doped ZnO QD clusters.335a Simulations elucidate
that MLCT state population occurs on an ultrafast time scale
(<10 fs), which is beneficial for photomagnetization and zero-
reabsorption luminescence. However, calculated lifetime of the
MLCT state is not long enough to allow for spin-ordering,
although relaxation in ZnO QDs is noticeably slowed upon
addition of a Mn(II). Because of the effect of surface ligands,
QD size, and the type and location of the dopant on the MLCT
state lifetime and finite-temperature, inhomogeneous broad-
ening of peaks in the absorption spectra of dilute magnetic
semiconductor nanocrystals is complex and nontrivial.335 The
effect of p- and n-doping on the radiative and nonradiative
pathways of energy relaxation in Si QDs has been investigated
using combinations of TD-KS and RDM approaches.368

Previously, it was shown that only the initially excited and
band edge levels experience noticeable population changes
during NA dynamics in QDs.132 As such, intermediate levels
exhibit small changes in population and serve an auxiliary role.
This allows for an explicit description of only the first and last
levels, while the rest effectively couple these two states, as
implemented in the RDM technique.368,369 With this method,
the time-resolved emission spectra of codoped Si QDs are
simulated providing information on the nature and lifetime of
emission states in doped nanosystems. Obtained computational
insights into pathways and mechanisms of relaxation dynamics
in silicon nanostructures could be useful in specifying
mechanisms of both radiative and nonradiative process and
might help in interpretations of spectroscopy results.370

6.2. Charge Transfer in Functionalized Carbon Nanotubes

Efficient use of SWNTs in photoelectronic applications is
limited by quantum efficiencies and lifetimes of quantum states
involved in photoluminescence, which affect charge transfer
and carrier mobility. Simulations of photoexcitation dynamics
opens an opportunity to elucidate mechanisms of exciton
relaxation and estimate characteristic lifetimes of excited state
to be compared to the relaxation rates in SWNTs. These
questions become extremely important for interacting and
chemically functionalized SWNTs. To reduce computational
cost, most applications of FSSH and RDM techniques to
excited-state dynamics in SWNTs are made within independent
electron and hole approximation.95a Using the TD-KS method,
computations of hot carrier relaxation in (7,0) nanotube have
revealed slower hole relaxation with multiple time-scales as
compared to a faster single exponential electron dynamics, as
illustrated in Figure 26a. Although simulation results
qualitatively agree with experimental data,371 they are
surprisingly taking into account that VB (hole states) has
higher DOS than CB (electron states). This is rationalized by
the dominant role of high frequency phonons (G-mode) to
electron relaxation, while RBM mostly contributes to hole
dynamics, resulting in weaker NA coupling for holes.63c

Nonadiabatic electronic dynamics provides answers to
important questions on formation time scales of charge transfer
states, where experimental measurements are not readily
available. Qualitatively important insights in analyzing dynamics
of charge transfer between closely packed nanotubes of
different diameters have been recently reported in ref 372
(see Figure 26b). Interacting (6,4) and (8,4) SWNTs show
ultrafast formation of dark charge-transfer state excitons with
energy lesser than the lowest excitation in the original isolated
nanotubes providing the nonradiative relaxation pathways and
trapping of the photoexcitation in tube bundles. RBM phonons
are found to distort the SWNT geometry, induce crossings of
electronic states, and modulate coupling between SWNTs.
Another key process is the dynamics of charge transfer states

at the interface of SWNT and substrate or functional groups.
Such charge transfer dynamics was simulated by RDM for
zigzag SWNTs, (n,0) with n = 7, 10, 13, 16, 19, passivated by
dinitromethane molecules (CH2N2O4) acting as electron-
withdrawing groups,371 as presented in Figure 26c. It was
found that initial photoexcitations at the SWNT trigger the
intraband relaxation for both electrons and holes, followed by
an electron transfer from the nanotube to the adsorbate, thus
leaving a hole on the nanotube surface (see Figure 26d). The
photoinduced charge transfer completes in about 10 fs in all
reported models. Electron and hole relaxation times depend on

Figure 25. Strong surface−ligand interactions in QDs lead to
formation of hybridized states manifold (top). This opens new
relaxation channels for high energy photoexcitations resulting in faster
rates at ligated QDs (bottom). Data are presented for the models of
atomic models of Cd33Se33 in vacuum and covered by ligands,
methylamine (NH2Me) and trimethylphosphine oxide (OPMe3) used
as models for primary amines and trioctylphosphine oxide (TOPO),
respectively. Nine ligands are attached only to two-coordinated Cd
atoms. Reprinted and modified with permission from refs 124a and
158c. Copyright 2009 American Chemical Society 2012 American
Chemical Society.
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tube diameter and are minimal for the (13,0) SWNT due to
electronic energy subgaps achieving resonance with phonon
modes frequencies (see Figure 26e). Simulated mechanisms of
excited-state relaxation in SWNTs and pathways of charge
carrier dynamics at their interfaces complement experimental
measurements, as well as static or adiabatic computations.
Computed lifetimes, rates, and direction of charge transfer are
critical components in design and characterization of new
SWNT-based materials for photoelectronic applications.

6.3. Internal Conversion and Energy Transfer in
Conjugated Macromolecules

Similar to successful applications of TD-KS and RDM methods
in QDs and semiconducting surfaces, the NA-ESMD technique
has been broadly used to simulate nonradiative relaxation and
accompanying energy transfer processes in conjugated organic
materials.373−379 For example, this technique has been
successfully applied to study ultrafast conformational planariza-
tion in polyfluorenes where the rate of torsional relaxation can
be controlled on the basis of the initial excitation.318b,380 Figure
27 illustrates dynamical aspects of exciton self-trapping leading
to a violation of Condon approximation in CPPs discussed in
section 5 (Figure 22).279 The NA-ESMD simulations of
internal conversion to the emission S1 state after photo-
excitation to S2/S3 states show that this process completes
within 200 fs in all systems, being slightly faster in the larger
hoops due to smaller S2/S1 gaps. Transition density plots for all
trajectories (representative examples are shown as insets in

Figure 27a) at the beginning and end of the dynamics have the
same structures as those calculated with TD-DFT for S2/S3
(delocalized exciton) and S1 (self-trapped exciton) states in
Figure 22, respectively. A quantitative measure of excitonic
delocalization is provided by participation ratio Pring showing on
average over how many phenyl rings the excitonic wave
function is delocalized. Even in the ideal uniform geometry, the
wavefuction is distributed nonuniformly over carbon atoms of
the phenyl ring, so that Pring is always smaller than the number
of phenyls in the CPP hoop, Figure 27b. Calculated time-
evolution of this quantity exemplifies that within 50 fs
excitation becomes localized from about 7 to 5 rings in all
large hoops, which fully agrees with the static TD-DFT
simulations in Figure 22.
The NA-ESMD studies318b of energy transfer between

conjugated chromophores show multiple competing pro-
cesses/pathways and electronic states involved, going well
beyond the Foerster theory.318b,327 A detailed picture of energy
transfer in conjugated (phenylene ethynylene) (PPE) den-
drimers has been obtained with the NA-ESMD by considering
photoexcited dynamics in various model segments (Figure
28a,b). As shown in Figure 28b, meta-branching localizes
excitations within each fragment.318b Dendrimers of these
building blocks have been shown to undergo highly efficient
and unidirectional electronic and vibrational energy transfer
schematically illustrated in Figure 28a. Explicit NA-ESMD
simulations allowed one to identify the shishiodoshi unidirec-
tional energy transfer mechanism representing a concerted

Figure 26. Excited-state dynamics in SWNTs. (a) Calculated DOS and pathways of nonradiative relaxation from E22 to E11 manifold of
photoexcitation in (7,0) SWNT. Reprinted and modified with permission from ref 95a. Copyright 2006 American Physical Society. (b) Schematic
representation of the charge transfer between closely packed (6,4) and (8,4) nanotubes. Reprinted and modified with permission from ref 372.
Copyright 2014 American Chemical Society. (c−e) Dynamics of charge transfer in (10,0) SWNT functionalized by dinitromethane molecules
H2C(NO2)2 that noncovalently dope the SWNT and provide states into the gap. Reprinted and modified with permission from ref 371. Copyright
2013 American Chemical Society. (c) Reduced nanotube model with noncovalent electron acceptor (CH2(NO2)2) in the vicinity of (10,0) SWNT.
(d) Visualization of photoinduced electron dynamics in space along the direction from tube to the adsorbate (Y-axis). X-axis shows the logarithmic
scale for relaxation time. Colors ranging from blue to red correspond to electron density with values from zero to maximum. During the first 10 fs,
electron density is localized on the tube, while at later time the electron migrates to the acceptor, demonstrating formation of charge transfer state.
(e) Dependence of the relaxation rate of a hot hole on the tube diameter. Y-axis stays for time in femtoseconds.
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electronic and vibrational process: excitation transport through
a chain of excited states with descending order of energies is
found to be enhanced by vibronic relaxation bringing
intermediate states into resonance condition (Figure 27a,b),
an effect beyond the classical path approximation.
The effect of photoisomerization in stilbene and azobenzene

has been recently investigated using NA-MD.318e Exploration of
photoexcited dynamics of a stilbene and azobenzene exhibits
correlation between electronic state and nuclear configuration.
Dynamical relaxation of system from excited-state S1 to S0
provides substantial modification of the geometry from cis- to
trans-isomers, as illustrated in Figure 28e and f. Time evolution
of dihedral angles to smaller values is interpreted as a
photoisomerization for both stilbene and azobenzene.318e

7. CONCLUSION, OUTLOOK, AND PERSPECTIVES
Despite significant technological and fabrication progress, the
field of electronics based on nanostructured organic, inorganic,
and hybrid materials stands at a critical junction and faces a
situation similar to the early days of inorganic semiconductors
when basic material and device principles were recognized but
before the ability to design complex structures such as
heterojunction diode lasers and integrated circuits. As such,
theoretical simulation of complex materials is an important

counterpart to experimental studies facilitating a quantitative
understanding of matter at the nanoscale. In this Review, we
consider quantum chemical modeling of three classes of
nanomaterials: quantum dots, carbon nanotubes, and con-
jugated polymers focusing on their structural, electronic,
transport, optical, and photodynamical properties. Various
computational approaches from DFT and semiempirical model
Hamiltonians to TD-SCF (allowing description of excitonic
effects), to adiabatic and nonadiabatic MD (providing vibronic
effects and nonradiative relaxation) have been overviewed and
shown to be instrumental in complementing synthetic
fabrication and experimental characterization efforts aimed to
design novel nanostructures with improved and enhanced
properties for various technological applications. For example,
recent advances in DFT simulations, including the develop-
ment of new long-range corrected density functionals, allow for
filling some gaps in understanding of both the structural and
the electronic properties of nanomaterials originating from their
surface chemistry and interfaces that are important for
applications, but are challenging to obtain through experimental
characterization. In particular, recent DFT calculations bring
important insights into the surface structure and stoichiometry
of different types of semiconductor QDs, and the strength and
mechanism of interactions between the QD and specific

Figure 27. Nonadiabatic dynamics simulations of internal conversion at room temperature T = 300 K in [9], [12], [14], [15], and [16] CPP
molecules after an excitation to S2 and S3 states. (a) Percentage of population in S1 state calculated from the number of trajectories in it at a given
time showing rapid relaxation within 200 fs in all CPP molecules; (b) time-dependence of the average participation number of phenyl ring
demonstrating ultrafast spatial localization of photoexcitation within 50 fs. Simulations have been conducted using AM1/CIS representation of
excited states. Reprinted and modified with permission from ref 279. Copyright 2014 American Chemical Society.
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passivating ligands and adsorbents. These properties have been
shown to define the offset of frontier energy levels and
localized/delocalized characters of surface-associated trap states
in QD composites, and, thus, are important for designing
favorable conditions for charge and energy transfer in these
materials used in energy applications.
An important part of this Review is dedicated to defining

applicability ranges of applied quantum chemistry methods in
describing specific electronic properties of a considered
material. For instance, it is shown that a single-particle
approach (noninteracting electron−hole pairs) is a valid
approximation in the qualitative description of photoexcitations
in QDs, while it fails in the case of π-conjugated systems such as
SWNTs and CPs, due to strong excitonic effects in these
materials. For these systems, optical spectra calculated with
TD-SCF methods demonstrate good agreement with exper-

imental data, while the choice of the density functional (with an
appropriate portion of the orbital exchange and, especially, with
long-range corrections) is critical for realistic description of
size-scaling of observables and localization of excitonic and
polaronic states in CPs and SWNTs.
The electronic confinement in nanomaterials renders the

continua bands of electronic and vibrational states of the bulk
to discrete states. Therefore, similar to CPs, nanostructures
such as QDs and SWNTs can be treated as large molecules,
rather than as an infinite solid. In our Review, we have shown
that applications of such “molecular” approach to finite-size
SWNTs (∼10 nm in length) are validated by the much smaller
size of excitons (∼2−3 nm) as compared to the length of the
modeled nanotubes. Thus, results obtained for 10−15 nm
nanotubes can be extrapolated to the longer SWNTs used in
experimental samples. For example, TD-DFT calculations of

Figure 28. Excited-state dynamics in conjugated polymers and oligomers. (A) Observed sequence of unidirectional energy transfer events revealed
by the transition density localization in PPE chromophores. (B) Dashed lines illustrate dynamics of PESs energies parametrized by time; solid line
stands for a single trajectory and indicates which of the PESs are occupied. Vertical fragments of this occupation trajectory stand for hops. Inset
illustrates meta-linked PPE oligomers. (C) Schematic of the shishiodoshi unidirectional energy transfer mechanism. Simulations have been conducted
using AM1/CIS representation of excited states. (D) Evolution of the transition density localized in each segment during NA-ESMD simulations
illustrating spatial energy flow. Reprinted and modified with permission from ref 318b. Copyright 2014 American Chemical Society. (E)
Photoexcitation in cis-stilbene is followed by electronic relaxation and twist of dihedral angle, leading to change of the isomer to trans-stilbene. (F)
Photoisimerization effect observed for azobenzene. Computations were performed by NAMD methodology using the fewest switches surface-
hopping (FSSH) algorithm within an ab initio local orbital DFT framework at the non-equilibrium population with BLYP functional and localized
basis set. Reprinted and modified with permission from ref 318e. Copyright 2014 American Chemical Society.
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finite-size SWNTs provide qualitatively similar energy align-
ments of optically dark and bright excitons consistent with
many-body GW/BSE results for SWNTs with periodic
boundary conditions. Both approaches reveal that optically
inactive states are lower in energy than the bright excitons,
which, along with a fast photoexcitation quenching due to
exceptional excitonic diffusion, explains the low intensity of
photoemission in nanotubes. In addition, TD-DFT calculations
predict possible control of luminescence intensity of SWNTs
via covalent functionalization. In our Review, we have
exemplified that the adsorbent type, its position, and
concentration can modify the optical selection rules of
SWNTs. These results explain and rationalize recent exper-
imental data on emission spectroscopy of chemically doped
SWNTs and suggest that enhanced emission efficiency of
nanotubes can be achieved via selective chemical functionaliza-
tion.
Nevertheless, for large systems with up to 1000 atoms in size,

such as ligated QDs, chemically functionalized SWNTs, and
amorphous aggregates of CPs, modeling of structural
conformations is limited due to numerically expensive quantum
chemistry calculations. Therefore, lower-level methods are
needed. For example, classical force field and MD calculations
have been shown to provide reasonable structural morphologies
for both CPs and SWNTs functionalized by bio- or conjugated
polymers. For instance, this allows us to establish structure−
property relationships of the polymer−nanotube interface
important for understanding conditions controlling SWNT
dispersion and chirality separation via chemical functionaliza-
tion. Combinations of FF (for geometries and packing of large
molecules) with DFT (for the electronic structure calculations)
allow for understanding of the role of inter- versus intra-
molecular disorder in the formation of deep electronic/hole
trap states in amorphous CPs, information on which is scarce in
experimental measurements. However, such approaches are
challenging for QDs, where FF parametrization for inorganic
composites is not well developed.
Photoexcited dynamics in these systems is even more

challenging to address computationally, because electronic
and nuclear degrees of freedom experience significant
interactions, which are not negligible and often cannot be
treated perturbatively for excited states, for example, as
quantified by displacement and reorganization of nuclear
degrees of freedom as reflected in large Huang−Rhys factors
of CPs. Within the Born−Oppenheimer approximation, the
MD at the excited state demonstrates complex contributions of
vibronic features and electron−phonon interactions to the
photophysics of isolated conjugated oligomers and SWNTs.
Joined experimental and computational studies define the
Huang−Rhys factors in SWNTs to be about 10 times smaller
than those in CPs, placing SWNTs in a weak electron−phonon
coupling regime. However, calculations have revealed that,
similar to the CPs, the local distortions of the nanotube surface
during vibronic relaxation, the Peierls distortions, lead to
experimentally detectable phenomena, such as coherent
phonon dynamics and exciton self-trapping effects, mostly
pronounced in SWNTs of about 1 nm in the diameter. Another
important and interesting phenomenon resulting from
electron−vibrational coupling and spatial redistribution of the
excitonic wave function is violation of the Franck−Condon
approximation in cycloparaphenylenes and SWNTs. These
computational predictions have been already experimentally

confirmed by nontrivial optical and Raman spectra of these
systems.
Direct computational modeling of excited-state dynamics and

internal conversion beyond Born−Oppenheimer regime is
always numerically expensive, subject to many approximations,
and is tractable only for relatively small systems (up to a few
hundreds of atoms in size). However, such simulations deliver
important information in many cases, where direct exper-
imental measurements are problematic. One example is
monitoring dynamics of formation of charge transfer states,
which are optically dark. For instance, we have discussed
qualitative insights into dynamics of charge transfer between
closely packed nanotubes of different diameters and between
the SWNT and adsorbed organic molecules. Another example
is decomposing complex energy transfer processes into distinct
pathways with different efficiency allowing one to formulate the
respective synthetic strategies. In some cases, excited-state
dynamics can be approximated by the ground-state MD with
nonequilibrium electronic state population. This is possible in
materials such as inorganic solids and QDs where vibronic
phenomena are less pronounced (stronger ionic bonds assume
more rigid structures, which are weakly perturbed by the
change of an electronic wave function). The ground-state
approximation and neglect of electron−hole correlations allow
for computationally inexpensive and very practical approaches
to nonadiabatic phonon-mediated dynamics in pristine, doped,
and ligated QDs. Overall, this approach resulted in the
identification of conditions affecting radiative and nonradiative
pathways of energy and charge relaxation in QDs and
semiconductor surfaces, simulations of the time-resolved
emission spectra of different types of QDs, revealing the role
of surface defects and passivating ligands in ultrafast loss of
photoexcitation to heat rationalizing the absence of the phonon
bottleneck in QDs, and establishing a connection between slow
energy relaxation (the phonon bottleneck) and Zeno effect in
QDs. Consequently, results of the TD-KS nonadiabatic
dynamics provide insights on how to control solar energy
conversion via manipulations of the QD’s surface shells,
dopants, and ligands. However, this approach becomes
inaccurate for describing excited-state dynamics in conjugated
systems such as CPs and SWNTs due to excitonic effects and a
failure of the classical path approximation. The NA-ESMD
methodology based on semiempirical CIS framework bypasses
the above approximations and offers a computationally tractable
route for simulating hundreds of atoms on ∼10 ps time scales
where multiple coupled excited states are involved. Demon-
strated in this Review is ultrafast dynamical localization of
photoexcitations in cycloparaphenylenes on ∼200 fs time scales
confirming violation of Condon approximation. In another
example, ultrafast unidirectional energy transfer in dendrimers
composed of poly(phenylene ethynylene) chromophores is
controlled by specific differential nuclear motion favoring
downhill energy transfer.
Overall, reviewed computational results are important steps

toward understanding complicated photophysical properties at
the nanometer scale manifested by the presence of conforma-
tional disorder, defects, impurities, and complex interactions
between different (e.g., organic−inorganic) components of
nanostructures. Despite significant progress, many additional
computational studies are needed for further demonstrations
on how theoretically predicted properties can be realized in
realistic experimental samples and then utilized in various
applications. Potentially such theoretical simulations can
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substantially accelerate the completion of proof-of-concept
development stage and facilitate practical usage of nano-
structured materials to produce efficiently operating optoelec-
tronic devices, solar cells, sensors, biolabels, etc. For practical
devices, binding and blending nanomaterials into organized
interfaces is expected to drastically modify their properties by,
for example, introducing interfacial charge transfer states and
such. Study of interfaces from atomistic to macro-level is a very
ambitious task for electronic structure simulations in the next
decade. Notably, any progress in the study of interfaces is not
possible until sufficient and satisfactory understanding of basic
properties of stand-alone nanoblocks is achieved. So, this
Review scans through properties of three main classes of
nanomaterials and suggests “possible” and “impossible” routes
in addressing open challenges on the way. Moreover, by placing
these seemingly distinct materials (frequently requiring differ-
ent theoretical methodologies) in direct comparison, this
Review aims to provide sufficient background information
required to approach computational modeling of photophysics
and dynamics in various hybrid (e.g., organic−inorganic)
materials and interfaces.
In the big picture, this Review targets the goal of helping

experimental scientists and computational chemists to synerg-
istically address open challenges in the field of applied
nanoscience. However, as a rule, computational modeling
cannot provide universally exhaustive and accurate information
for all cases involving large molecular systems by acting as a
black box tool. Instead, specific model chemistry has to be
applied to a well-defined and focused problem with a deep
understanding of manifold of approximations that were used to
reach a desired compromise between accuracy and numerical
cost. This frequently provides only narrow-range qualitative
descriptions of a targeted process in extended nanosystems.
While direct comparison of computational results with their
experimental counterparts constitutes an important task of
benchmarking and validation of specific theoretical technique
(e.g., DFT model), it is usually only feasible only for simple
well-defined systems. In contrast, here we have outlined
multiple examples demonstrating to the reader that the main
benefit of reported computational approaches for realistic
complex structures is recognition of physical mechanisms,
structure−property relationships, and trends in observables. In
this way, quantum chemistry simulations have potentials to get
insight into the most important processes taking place at
atomistic and molecular levels of realistic materials and bring
applied and fundamental research closer together.
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D.; Farkas, Ö.; Foresman, J. B.; Ortiz, J. V.; Cioslowski, J.; Fox, D. J.
Gaussian; Gaussian, Inc.: Wallingford, CT, 2009.
(77) Kong, J.; White, C. A.; Krylov, A. I.; Sherrill, D.; Adamson, R.
D.; Furlani, T. R.; Lee, M. S.; Lee, A. M.; Gwaltney, S. R.; Adams, T.
R.; Ochsenfeld, C.; Gilbert, A. T. B.; Kedziora, G. S.; Rassolov, V. A.;
Maurice, D. R.; Nair, N.; Shao, Y. H.; Besley, N. A.; Maslen, P. E.;
Dombroski, J. P.; Daschel, H.; Zhang, W. M.; Korambath, P. P.; Baker,
J.; Byrd, E. F. C.; Van Voorhis, T.; Oumi, M.; Hirata, S.; Hsu, C. P.;
Ishikawa, N.; Florian, J.; Warshel, A.; Johnson, B. G.; Gill, P. M. W.;
Head-Gordon, M.; Pople, J. A. Q-Chem 2.0: A High-Performance Ab

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.5b00012
Chem. Rev. 2015, 115, 5929−5978

5968

http://dx.doi.org/10.1021/acs.chemrev.5b00012


Initio Electronic Structure Program Package. J. Comput. Chem. 2000,
21, 1532−1548.
(78) Ahlrichs, R.; Bar, M.; Haser, M.; Horn, H.; Kolmel, C.
Electronic-Structure Calculations on Workstation Computers - the
Program System Turbomole. Chem. Phys. Lett. 1989, 162, 165−169.
(79) te Velde, G.; Bickelhaupt, F. M.; Baerends, E. J.; Guerra, C. F.;
Van Gisbergen, S. J. A.; Snijders, J. G.; Ziegler, T. Chemistry with Adf.
J. Comput. Chem. 2001, 22, 931−967.
(80) Schmidt, M. W.; Baldridge, K. K.; Boatz, J. A.; Elbert, S. T.;
Gordon, M. S.; Jensen, J. H.; Koseki, S.; Matsunaga, N.; Nguyen, K. A.;
Su, S. J.; Windus, T. L.; Dupuis, M.; Montgomery, J. A. General
Atomic and Molecular Electronic-Structure System. J. Comput. Chem.
1993, 14, 1347−1363.
(81) Kresse, G.; Furthmuller, J. Efficient Iterative Schemes for Ab
Initio Total-Energy Calculations Using a Plane-Wave Basis Set. Phys.
Rev. B 1996, 54, 11169−11186.
(82) Valiev, M.; Bylaska, E. J.; Govind, N.; Kowalski, K.; Straatsma,
T. P.; Van Dam, H. J. J.; Wang, D.; Nieplocha, J.; Apra, E.; Windus, T.
L.; de Jong, W. Nwchem: A Comprehensive and Scalable Open-Source
Solution for Large Scale Molecular Simulations. Comput. Phys.
Commun. 2010, 181, 1477−1489.
(83) Stewart, J. J. P. Special Issue - Mopac - a Semiempirical
Molecular-Orbital Program. J. Comput.-Aided Mol. Des. 1990, 4, 1−45.
(84) Papas, B. N.; Schaefer, H. F., III. Concerning the Precision of
Standard Density Functional Programs: Gaussian, Molpro, Nwchem,
Q-Chem, and Gamess. J. Mol. Struct. (THEOCHEM) 2006, 768, 175−
181.
(85) (a) Tretiak, S.; Mukamel, S. Density Matrix Analysis and
Simulation of Electronic Excitations in Conjugated and Aggregated
Molecules. Chem. Rev. 2002, 102, 3171−3212. (b) Bredas, J. L.;
Beljonne, D.; Coropceanu, V.; Cornil, J. Charge-Transfer and Energy-
Transfer Processes in Pi-Conjugated Oligomers and Polymers: A
Molecular Picture. Chem. Rev. 2004, 104, 4971−5003. (c) Bredas, J. L.;
Cornil, J.; Beljonne, D.; dos Santos, D.; Shuai, Z. G. Excited-State
Electronic Structure of Conjugated Oligomers and Polymers: A
Quantum-Chemical Approach to Optical Phenomena. Acc. Chem. Res.
1999, 32, 267−276. (d) Tretiak, S.; Chernyak, V.; Mukamel, S.
Chemical Bonding and Size Scaling of Nonlinear Polarizabilities of
Conjugated Polymers. Phys. Rev. Lett. 1996, 77, 4656−4659.
(e) Schulz, M.; Tretiak, S.; Chernyak, V.; Mukamel, S. Size Scaling
of Third-Order Off-Resonant Polarizabilities. Electronic Coherence in
Organic Oligomers. J. Am. Chem. Soc. 2000, 122, 452−459.
(86) Hutchison, G. R.; Zhao, Y. J.; Delley, B.; Freeman, A. J.; Ratner,
M. A.; Marks, T. J. Electronic Structure of Conducting Polymers:
Limitations of Oligomer Extrapolation Approximations and Effects of
Heteroatoms. Phys. Rev. B 2003, 68, 035204.
(87) Kilina, S.; Batista, E. R.; Yang, P.; Tretiak, S.; Saxena, A.; Martin,
R. L.; Smith, D. L. Electronic Structure of Self-Assembled Amorphous
Polyfluorenes. ACS Nano 2008, 2, 1381−1388.
(88) Bredas, J. L. Relationship between Band-Gap and Bond Length
Alternation in Organic Conjugated Polymers. J. Chem. Phys. 1985, 82,
3808−3811.
(89) (a) Oda, M.; Nothofer, H. G.; Scherf, U.; Sunjic, V.; Richter, D.;
Regenstein, W.; Neher, D. Chiroptical Properties of Chiral Substituted
Polyfluorenes. Macromolecules 2002, 35, 6792−6798. (b) Donley, C.
L.; Zaumseil, J.; Andreasen, J. W.; Nielsen, M. M.; Sirringhaus, H.;
Friend, R. H.; Kim, J. S. Effects of Packing Structure on the
Optoelectronic and Charge Transport Properties in Poly(9,9-Di-N-
Octylfluorene-Alt-Benzothiadiazole). J. Am. Chem. Soc. 2005, 127,
12890−12899.
(90) Sony, P.; Shukla, A. Large-Scale Correlated Calculations of
Linear Optical Absorption and Low-Lying Excited States of
Polyacenes: Pariser-Parr-Pople Hamiltonian. Phys. Rev. B 2007, 75,
155208.
(91) Tretiak, S.; Saxena, A.; Martin, R. L.; Bishop, A. R.
Conformational Dynamics of Photoexcited Conjugated Molecules.
Phys. Rev. Lett. 2002, 89, 097402.
(92) (a) Koerzdoerfer, T.; Bredas, J.-L. Organic Electronic Materials:
Recent Advances in the DFT Description of the Ground and Excited

States Using Tuned Range-Separated Hybrid Functionals. Acc. Chem.
Res. 2014, 47, 3284−3291. (b) Autschbach, J.; Srebro, M.
Delocalization Error and “Functional Tuning” in Kohn-Sham
Calculations of Molecular Properties. Acc. Chem. Res. 2014, 47,
2592−2602.
(93) Sutton, C.; Koerzdoerfer, T.; Gray, M. T.; Brunsfeld, M.;
Parrish, R. M.; Sherrill, C. D.; Sears, J. S.; Bredas, J.-L. Accurate
Description of Torsion Potentials in Conjugated Polymers Using
Density Functionals with Reduced Self-Interaction Error. J. Chem.
Phys. 2014, 140, 054310.
(94) Nayyar, I. H.; Batista, E. R.; Tretiak, S.; Saxena, A.; Smith, D. L.;
Martin, R. L. Role of Geometric Distortion and Polarization in
Localizing Electronic Excitations in Conjugated Polymers. J. Chem.
Theory Comput. 2013, 9, 1144−1154.
(95) (a) Habenicht, B. F.; Craig, C. F.; Prezhdo, O. V. Time-Domain
Ab initio Simulation of Electron and Hole Relaxation Dynamics in a
Single-Wall Semiconducting Carbon Nanotube. Phys. Rev. Lett. 2006,
96, 187401. (b) Habenicht, B. F.; Kamisaka, H.; Yarnashita, K.;
Prezhdo, O. V. Ab Initio Study of Vibrational Dephasing of Electronic
Excitations in Semiconducting Carbon Nanotubes. Nano Lett. 2007, 7,
3260−3265. (c) Barone, V.; Peralta, J. E.; Wert, M.; Heyd, J.; Scuseria,
G. E. Density Functional Theory Study of Optical Transitions in
Semiconducting Single-Walled Carbon Nanotubes. Nano Lett. 2005, 5,
1621−1624.
(96) (a) Spataru, C. D.; Ismail-Beigi, S.; Benedict, L. X.; Louie, S. G.
Excitonic Effects and Optical Spectra of Single-Walled Carbon
Nanotubes. Phys. Rev. Lett. 2004, 92, 077402. (b) Maultzsch, J.;
Pomraenke, R.; Reich, S.; Chang, E.; Prezzi, D.; Ruini, A.; Molinari, E.;
Strano, M. S.; Thomsen, C.; Lienau, C. Exciton Binding Energies in
Carbon Nanotubes from Two-Photon Photoluminescence. Phys. Rev.
B 2005, 72, 241402. (c) Maiti, A.; Svizhenko, A.; Anantram, M. P.
Electronic Transport through Carbon Nanotubes: Effects of Structural
Deformation and Tube Chirality. Phys. Rev. Lett. 2002, 88, 126805.
(97) Habenicht, B. F.; Prezhdo, O. V. Nanotube Devices: Watching
Electrons in Real Time. Nat. Nanotechnol 2008, 3, 190−191.
(98) Chang, E.; Bussi, G.; Ruini, A.; Molinari, E. Excitons in Carbon
Nanotubes: An Ab Initio Symmetry-Based Approach. Phys. Rev. Lett.
2004, 92, 196401.
(99) (a) Osika, E. N.; Mrenca, A.; Szafran, B. Tight-Binding
Simulations of Electrically Driven Spin-Valley Transitions in Carbon
Nanotube Quantum Dots. Phys. Rev. B 2014, 90, 125302. (b) Yang, L.;
Han, J. Electronic Structure of Deformed Carbon Nanotubes. Phys.
Rev. Lett. 2000, 85, 154−157. (c) Perebeinos, V.; Tersoff, J.; Avouris,
P. Electron-Phonon Interaction and Transport in Semiconducting
Carbon Nanotubes. Phys. Rev. Lett. 2005, 94, 086802. (d) Jiang, J.;
Saito, R.; Samsonidze, G. G.; Jorio, A.; Chou, S. G.; Dresselhaus, G.;
Dresselhaus, M. S. Chirality Dependence of Exciton Effects in Single-
Wall Carbon Nanotubes: Tight-Binding Model. Phys. Rev. B 2007, 75,
035407.
(100) Blase, X.; Benedict, L. X.; Shirley, E. L.; Louie, S. G.
Hybridization Effects and Metallicity in Small Radius Carbon
Nanotubes. Phys. Rev. Lett. 1994, 72, 1878−1881.
(101) (a) Kilina, S.; Tretiak, S. Excitonic and Vibrational Properties
of Single-Walled Semiconducting Carbon Nanotubes. Adv. Funct.
Mater. 2007, 17, 3405−3420. (b) Shreve, A. P.; Haroz, E. H.; Bachilo,
S. M.; Weisman, R. B.; Tretiak, S.; Kilina, S.; Doorn, S. K.
Determination of Exciton-Phonon Coupling Elements in Single-
Walled Carbon Nanotubes by Raman Overtone Analysis. Phys. Rev.
Lett. 2007, 98, 037405. (c) Tretiak, S.; Kilina, S.; Piryatinski, A.;
Saxena, A.; Martin, R. L.; Bishop, A. R. Excitons and Peierls Distortion
in Conjugated Carbon Nanotubes. Nano Lett. 2007, 7, 86−92.
(d) Duque, J. G.; Chen, H.; Swan, A. K.; Shreve, A. P.; Kilina, S.;
Tretiak, S.; Tu, X.; Zheng, M.; Doorn, S. K. Violation of the Condon
Approximation in Semiconducting Carbon Nanotubes. ACS Nano
2011, 5, 5233−5241. (e) Kilina, S.; Yarotski, D. A.; Talin, A. A.;
Tretiak, S.; Taylor, A. J.; Balatsky, A. V. Unveiling Stability Criteria of
DNA-Carbon Nanotubes Constructs by Scanning Tunneling Micros-
copy and Computational Modeling. J. Drug Delivery 2011, 2011,
415621. (f) Ramirez, J.; Mayo, M. L.; Kilina, S.; Tretiak, S. Electronic

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.5b00012
Chem. Rev. 2015, 115, 5929−5978

5969

http://dx.doi.org/10.1021/acs.chemrev.5b00012


Structure and Optical Spectra of Semiconducting Carbon Nanotubes
Functionalized by Diazonium Salts. Chem. Phys. 2013, 413, 89−101.
(g) Kilina, S.; Tretiak, S.; Doorn, S. K.; Luo, Z.; Papadimitrakopoulos,
F.; Piryatinski, A.; Saxena, A.; Bishop, A. R. Cross-Polarized Excitons
in Carbon Nanotubes. Proc. Natl. Acad. Sci. U.S.A. 2008, 105, 6797−
6802. (h) Araujo, P. T.; Doorn, S. K.; Kilina, S.; Tretiak, S.; Einarsson,
E.; Maruyama, S.; Chacham, H.; Pimenta, M. A.; Jorio, A. Third and
Fourth Optical Transitions in Semiconducting Carbon Nanotubes.
Phys. Rev. Lett. 2007, 98, 067401.
(102) (a) Lueer, L.; Hoseinkhani, S.; Polli, D.; Crochet, J.; Hertel, T.;
Lanzani, G. Size and Mobility of Excitons in (6,5) Carbon Nanotubes.
Nat. Phys. 2009, 5, 54−58. (b) Kislitsyn, D. A.; Gervasi, C. F.; Allen,
T.; Palomaki, P. K. B.; Hackley, J. D.; Maruyama, R. Spatial Mapping
of Sub-Bandgap States Induced by Local Nonstoichiometry in
Individual Lead Sulfide Nanocrystals. J. Phys. Chem. Lett. 2014, 5,
3701−3707.
(103) (a) Wohlgenannt, M.; Tandon, K.; Mazumdar, S.; Ramasesha,
S.; Vardeny, Z. V. Formation Cross-Sections of Singlet and Triplet
Excitons in Pi-Conjugated Polymers. Nature 2001, 409, 494−497.
(b) Zhao, H.; Mazumdar, S.; Sheng, C. X.; Tong, M.; Vardeny, Z. V.
Photophysics of Excitons in Quasi-One-Dimensional Organic Semi-
conductors: Single-Walled Carbon Nanotubes and Pi-Conjugated
Polymers. Phys. Rev. B 2006, 73, 075403.
(104) Kilina, S.; Badaeva, E.; Piryatinski, A.; Tretiak, S.; Saxena, A.;
Bishop, A. R. Bright and Dark Excitons in Semiconductor Carbon
Nanotubes: Insights from Electronic Structure Calculations. Phys.
Chem. Chem. Phys. 2009, 11, 4113−4123.
(105) (a) Yarotski, D. A.; Kilina, S. V.; Talin, A. A.; Tretiak, S.;
Prezhdo, O. V.; Balatsky, A. V.; Taylor, A. J. Scanning Tunneling
Microscopy of DNA-Wrapped Carbon Nanotubes. Nano Lett. 2009, 9,
12−17. (b) Furmanchuk, A. O.; Leszczynski, J.; Tretiak, S.; Kilina, S.
V. Morphology and Optical Response of Carbon Nanotubes
Functionalized by Conjugated Polymers. J. Phys. Chem. C 2012, 116,
6831−6840.
(106) Gambetta, A.; Manzoni, C.; Menna, E.; Meneghetti, M.;
Cerullo, G.; Lanzani, G.; Tretiak, S.; Piryatinski, A.; Saxena, A.; Martin,
R. L.; Bishop, A. R. Real-Time Observation of Nonlinear Coherent
Phonon Dynamics in Single-Walled Carbon Nanotubes. Nat. Phys.
2006, 2, 515−520.
(107) Ekimov, A. I.; Hache, F.; Schanneklein, M. C.; Ricard, D.;
Flytzanis, C.; Kudryavtsev, I. A.; Yazeva, T. V.; Rodina, A. V.; Efros, A.
L. Absorption and Intensity-Dependent Photoluminescence Measure-
ments on CdSe Quantum Dots - Assignment of the 1st Electronic-
Transitions. J. Opt. Soc. Am. B 1993, 10, 100−107.
(108) (a) Pokrant, S.; Whaley, K. B. Tight-Binding Studies of Surface
Effects on Electronic Structure of CdSe Nanocrystals: The Role of
Organic Ligands, Surface Reconstruction, and Inorganic Capping
Shells. Eur. Phys. J. D 1999, 6, 255−267. (b) Frenzel, J.; Joswig, J. O.;
Sarkar, P.; Seifert, G.; Springborg, M. The Effects of Organisation,
Embedding and Surfactants on the Properties of Cadmium
Chalcogenide (CdS, CdSe and CdS/CdSe) Semiconductor Nano-
particles. Eur. J. Inorg. Chem. 2005, 3585−3596.
(109) (a) Wang, L. W.; Zunger, A. Pseudopotential Calculations of
Nanoscale Cdse Quantum Dots. Phys. Rev. B 1996, 53, 9579−9582.
(b) Elward, J. M.; Chakraborty, A. Effect of Dot Size on Exciton
Binding Energy and Electron-Hole Recombination Probability in CdSe
Quantum Dots. J. Chem. Theory Comput. 2013, 9, 4351−4359.
(c) Franceschetti, A.; Zunger, A. Direct Pseudopotential Calculation of
Exciton Coulomb and Exchange Energies in Semiconductor Quantum
Dots. J. Phys. Rev. Lett. 1997, 78, 915−918.
(110) Reboredo, F. A.; Zunger, A. Surface-Passivation-Induced
Optical Changes in Ge Quantum Dots. Phys. Rev. B 2001, 63, 235314.
(111) (a) Schapotschnikow, P.; Hommersom, B.; Vlugt, T. J. H.
Adsorption and Binding of Ligands to CdSe Nanocrystals. J. Phys.
Chem. C 2009, 113, 12690−12698. (b) Schapotschnikow, P.; van
Huis, M. A.; Zandbergen, H. W.; Vanmaekelbergh, D.; Vlugt, T. J. H.
Morphological Transformations and Fusion of PbSe Nanocrystals
Studied Using Atomistic Simulations. Nano Lett. 2010, 10, 3966−
3971.

(112) Nguyen, K. A.; Day, P. N.; Pachter, R. Understanding
Structural and Optical Properties of Nanoscale CdSe Magic-Size
Quantum Dots: Insight from Computational Prediction. J. Phys. Chem.
C 2010, 114, 16197−16209.
(113) Zanjani, M. B.; Lukes, J. R. Size Dependent Elastic Moduli of
CdSe Nanocrystal Superlattices Predicted from Atomistic and Coarse
Grained Models. J. Chem. Phys. 2013, 139, 144702.
(114) (a) Zaiats, G.; Yanover, D.; Vaxenburg, R.; Tilchin, J.;
Sashchiuk, A.; Lifshitz, E. PbSe-Based Colloidal Core/Shell Hetero-
structures for Optoelectronic Applications. Materials 2014, 7, 7243−
7275. (b) Pichaandi, J.; van Veggel, F. C. J. M. Near-Infrared Emitting
Quantum Dots: Recent Progress on Their Synthesis and Character-
ization. Coord. Chem. Rev. 2014, 263, 138−150. (c) Smith, C.; Binks,
D. Multiple Exciton Generation in Colloidal Nanocrystals. Nanoma-
terials 2014, 4, 19−45.
(115) (a) Dolai, S.; Nimmala, P. R.; Mandal, M.; Muhoberac, B. B.;
Dria, K.; Dass, A.; Sardar, R. Isolation of Bright Blue Light-Emitting
CdSe Nanocrystals with 6.5 Kda Core in Gram Scale: High
Photoluminescence Efficiency Controlled by Surface Ligand Chem-
istry. Chem. Mater. 2014, 26, 1278−1285. (b) Wang, Y.; Zhang, Y.;
Wang, F.; Giblin, D. E.; Hoy, J.; Rohrs, H. W.; Loomis, R. A.; Buhro,
W. E. The Magic-Size Nanocluster (Cdse)(34) as a Low-Temperature
Nucleant for Cadmium Selenide Nanocrystals; Room-Temperature
Growth of Crystalline Quantum Platelets. Chem. Mater. 2014, 26,
2233−2243.
(116) Gao, B.; Shen, C.; Yuan, S.; Yang, Y.; Chen, G. Synthesis of
Highly Emissive CdSe Quantum Dots by Aqueous Precipitation
Method. J. Nanomater. 2013, 2013, 138526.
(117) Evans, C. M.; Guo, L.; Peterson, J. J.; Maccagnano-Zacher, S.;
Krauss, T. D. Ultrabright PbSe Magic-Sized Clusters. Nano Lett. 2008,
8, 2896−2899.
(118) (a) Kilina, S. V.; Kilin, D. S.; Prezhdo, O. V. Breaking the
Phonon Bottleneck in PbSe and CdSe Quantum Dots: Time-Domain
Density Functional Theory of Charge Carrier Relaxation. ACS Nano
2009, 3, 93−99. (b) Puzder, A.; Williamson, A. J.; Grossman, J. C.;
Galli, G. Computational Studies of the Optical Emission of Silicon
Nanocrystals. J. Am. Chem. Soc. 2003, 125, 2786−2791. (c) Kryjevski,
A.; Kilina, S.; Kilin, D. Amorphous Silicon Nanomaterials: Quantum
Dots Versus Nanowires. J. Renewable Sustainable Energy 2013, 5,
043120−043116. (d) Mavros, M. G.; Micha, D. A.; Kilin, D. S. Optical
Properties of Doped Silicon Quantum Dots with Crystalline and
Amorphous Structures. J. Phys. Chem. C 2011, 115, 19529−19537.
(119) (a) Kamisaka, H.; Kilina, S. V.; Yamashita, K.; Prezhdo, O. V.
Ab Initio Study of Temperature- and Pressure Dependence of Energy
and Phonon-Induced Dephasing of Electronic Excitations in CdSe and
PbSe Quantum Dots. J. Phys. Chem. C 2008, 112, 7800−7808.
(b) Kilina, S. V.; Craig, C. F.; Kilin, D. S.; Prezhdo, O. V. Ab Initio
Time-Domain Study of Phonon-Assisted Relaxation of Charge
Carriers in a PbSe Quantum Dot. J. Phys. Chem. C 2007, 111,
4871−4878. (c) Hedrick, M. M.; Mayo, M. L.; Badaeva, E.; Kilina, S.
First-Principles Studies of the Ground- and Excited-State Properties of
Quantum Dots Functionalized by Ru(II)-Polybipyridine. J. Phys.
Chem. C 2013, 117, 18216−18224.
(120) (a) Isborn, C. M.; Kilina, S. V.; Li, X.; Prezhdo, O. V.
Generation of Multiple Excitons in PbSe and CdSe Quantum Dots by
Direct Photoexcitation: First-Principles Calculations on Small PbSe
and CdSe Clusters. J. Phys. Chem. C 2008, 112, 18291−18294.
(b) Chung, S. Y.; Lee, S.; Liu, C.; Neuhauser, D. Structures and
Electronic Spectra of CdSe-Cys Complexes: Density Functional
Theory Study of a Simple Peptide-Coated Nanocluster. J. Phys.
Chem. B 2009, 113, 292−301. (c) Inerbaev, T. M.; Masunov, A. E.;
Khondaker, S. I.; Dobrinescu, A.; Plamada, A.-V.; Kawazoe, Y.
Quantum Chemistry of Quantum Dots: Effects of Ligands and
Oxidation. J. Chem. Phys. 2009, 131, 044106. (d) Yang, P.; Tretiak, S.;
Masunov, A. E.; Ivanov, S. Quantum Chemistry of the Minimal CdSe
Clusters. J. Chem. Phys. 2008, 129, 074709. (e) Proshchenko, V.;
Dahnovsky, Y. Spectroscopic and Electronic Structure Properties of
CdSe Nanocrystals: Spheres and Cubes. Phys. Chem. Chem. Phys. 2014,
16, 7555−7561. (f) Sigalas, M. M.; Koukaras, E. N.; Zdetsis, A. D. Size

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.5b00012
Chem. Rev. 2015, 115, 5929−5978

5970

http://dx.doi.org/10.1021/acs.chemrev.5b00012


Dependence of the Structural, Electronic, and Optical Properties of
(CdSe)(N), N=6−60, Nanocrystals. RSC Adv. 2014, 4, 14613−14623.
(121) Nguyen, K. A.; Pachter, R.; Day, P. N. Computational
Prediction of Structures and Optical Excitations for Nanoscale
Ultrasmall ZnS and CdSe Clusters. J. Chem. Theory Comput. 2013,
9, 3581−3596.
(122) (a) del Puerto, M. L.; Tiago, M. L.; Chelikowsky, J. R. Ab
Initio Methods for the Optical Properties of CdSe Clusters. Phys. Rev.
B 2008, 77, 045404. (b) del Puerto, M. L.; Tiago, M. L.; Chelikowsky,
J. R. Excitonic Effects and Optical Properties of Passivated CdSe
Clusters. Phys. Rev. Lett. 2006, 97, 096401. (c) Badaeva, E.; Isborn, C.
M.; Feng, Y.; Ochsenbein, S. T.; Gamelin, D. R.; Li, X. S. Theoretical
Characterization of Electronic Transitions in Co2+- and Mn2+-Doped
ZnO Nanocrystals. J. Phys. Chem. C 2009, 113, 8710−8717.
(123) Haram, S. K.; Kshirsagar, A.; Gujarathi, Y. D.; Ingole, P. P.;
Nene, O. A.; Markad, G. B.; Nanavati, S. P. Quantum Confinement in
Cdte Quantum Dots: Investigation through Cyclic Voltarnmetry
Supported by Density Functional Theory (DFT). J. Phys. Chem. C
2011, 115, 6243−6249.
(124) (a) Kilina, S.; Ivanov, S.; Tretiak, S. Effect of Surface Ligands
on Optical and Electronic Spectra of Semiconductor Nanoclusters. J.
Am. Chem. Soc. 2009, 131, 7717−7726. (b) Fischer, S. A.; Crotty, A.
M.; Kilina, S. V.; Ivanov, S. A.; Tretiak, S. Passivating Ligand and
Solvent Contributions to the Electronic Properties of Semiconductor
Nanocrystals. Nanoscale 2012, 4, 904−914. (c) Koposov, A. Y.;
Cardolaccia, T.; Albert, V.; Badaeva, E.; Kilina, S.; Meyer, T. J.;
Tretiak, S.; Sykora, M. Formation of Assemblies Comprising Ru-
Polypyridine Complexes and CdSe Nanocrystals Studied by ATR-
FTIR Spectroscopy and DFT Modeling. Langmuir 2011, 27, 8377−
8383.
(125) (a) Kuznetsov, A. E.; Beratan, D. N. Structural and Electronic
Properties of Bare and Capped Cd33Se33 and Cd33Te33 Quantum Dots.
J. Phys. Chem. C 2014, 118, 7094−7109. (b) Bhattacharya, S. K.;
Kshirsagara, A. First Principle Study of Free and Surface Terminated
CdTe Nanoparticles. Eur. Phys. J. D 2008, 48, 355−364.
(126) Azpiroz, J. M.; Lopez, X.; Ugalde, J. M.; Infante, I. Modeling
Surface Passivation of ZnS Quantum Dots. J. Phys. Chem. C 2012, 116,
2740−2750.
(127) Puzder, A.; Williamson, A. J.; Zaitseva, N.; Galli, G.; Manna, L.;
Alivisatos, A. P. The Effect of Organic Ligand Binding on the Growth
of CdSe Nanoparticles Probed by Ab Initio Calculations. Nano Lett.
2004, 4, 2361−2365.
(128) Azpiroz, J. M.; Ugalde, J. M.; Infante, I. Benchmark Assessment
of Density Functional Methods on Group II-Vi Mx (M = Zn, Cd; X =
S, Se, Te) Quantum Dots. J. Chem. Theory Comput. 2014, 10, 76−89.
(129) Albert, V. V.; Ivanov, S. A.; Tretiak, S.; Kilina, S. V. Electronic
Structure of Ligated CdSe Clusters: Dependence on DFT Method-
ology. J. Phys. Chem. C 2011, 115, 15793−15800.
(130) (a) Kilin, D. S.; Tsemekhman, K.; Prezhdo, O. V.; Zenkevich,
E. I.; von Borczyskowski, C. Ab Initio Study of Exciton Transfer
Dynamics from a Core-Shell Semiconductor Quantum Dot to a
Porphyrin-Sensitizer. J. Photochem. Photobiol., A 2007, 190, 342−351.
(b) Tamura, H.; Mallet, J.-M.; Oheim, M.; Burghardt, I. Ab Initio
Study of Excitation Energy Transfer between Quantum Dots and Dye
Molecules. J. Phys. Chem. C 2009, 113, 7548−7552.
(131) Abuelela, A. M.; Mohamed, T. A.; Prezhdo, O. V. Dft
Simulation and Vibrational Analysis of the IR and Raman Spectra of a
CdSe Quantum Dot Capped by Methylamine and Trimethylphos-
phine Oxide Ligands. J. Phys. Chem. C 2012, 116, 14674−14681.
(132) Kilina, S. V.; Kilin, D. S.; Prezhdo, V. V.; Prezhdo, O. V.
Theoretical Study of Electron-Phonon Relaxation in PbSe and CdSe
Quantum Dots: Evidence for Phonon Memory. J. Phys. Chem. C 2011,
115, 21641−21651.
(133) Ben, M. D.; Havenith, R. W. A.; Broer, R.; Stener, M. Density
Functional Study on the Morphology and Photoabsorption of CdSe
Nanoclusters. J. Phys. Chem. C 2011, 115, 16782−16796.
(134) Batista, E. R.; Martin, R. L. On the Excited States Involved in
the Luminescent Probe Ru(Bpy)(2)Dppz (2+). J. Phys. Chem. A 2005,
109, 3128−3133.

(135) Kowalczyk, T.; Yost, S. R.; Van Voorhis, T. Assessment of the
Delta Scf Density Functional Theory Approach for Electronic
Excitations in Organic Dyes. J. Chem. Phys. 2011, 134, 054128.
(136) Wu, Q.; Van Voorhis, T. Constrained Density Functional
Theory and Its Application in Long-Range Electron Transfer. J. Chem.
Theory Comput. 2006, 2, 765−774.
(137) (a) Krylov, A. I. Equation-of-Motion Coupled-Cluster
Methods for Open-Shell and Electronically Excited Species: The
Hitchhiker’s Guide to Fock Space. Annu. Rev. Phys. Chem. 2008, 59,
433−462. (b) Haettig, C.; Klopper, W.; Koehn, A.; Tew, D. P.
Explicitly Correlated Electrons in Molecules. Chem. Rev. 2012, 112, 4−
74.
(138) Gordon, M. S.; Smith, Q. A.; Xu, P.; Slipchenko, L. V. Accurate
First Principles Model Potentials for Intermolecular Interactions.
Annu. Rev. Phys. Chem. 2013, 64, 553−578.
(139) (a) Furche, F.; Ahlrichs, R. Adiabatic Time-Dependent Density
Functional Methods for Excited State Properties. J. Chem. Phys. 2002,
117, 7433−7447. (b) Tretiak, S.; Isborn, C. M.; Niklasson, A. M. N.;
Challacombe, M. Representation Independent Algorithms for
Molecular Response Calculations in Time-Dependent Self-Consistent
Field Theories. J. Chem. Phys. 2009, 130, 054111.
(140) (a) Marques, M. Time-Dependent Density Functional Theory;
Springer: Berlin; New York, 2006. (b) Furche, F.; Burke, K. In Time-
Dependent Density Functional Theory in Quantum Chemistry: Annual
Reports in Computational Chemistry; Spellmeyer, D., Ed.; Elsevier:
Amsterdam, 2005. (c) Dreuw, A.; Head-Gordon, M. Single-Reference
Ab Initio Methods for the Calculation of Excited States of Large
Molecules. Chem. Rev. 2005, 105, 4009−4037. (d) Onida, G.; Reining,
L.; Rubio, A. Electronic Excitations: Density-Functional Versus Many-
Body Green’s-Function Approaches. Rev. Mod. Phys. 2002, 74, 601−
659. (e) Jacquemin, D.; Perpte, E. A.; Scuseria, G. E.; Ciofini, I.;
Adamo, C. TD-DFT Performance for the Visible Absorption Spectra
of Organic Dyes: Conventional Versus Long-Range Hybrids. J. Chem.
Theory Comput. 2008, 4, 123−135. (f) Antony, J.; Grimme, S. Density
Functional Theory Including Dispersion Corrections for Intermolec-
ular Interactions in a Large Benchmark Set of Biologically Relevant
Molecules. Phys. Chem. Chem. Phys. 2006, 8, 5287−5293.
(141) Tretiak, S.; Chernyak, V. Resonant Nonlinear Polarizabilities in
the Time-Dependent Density Functional Theory. J. Chem. Phys. 2003,
119, 8809−8823.
(142) (a) Stratmann, R. E.; Scuseria, G. E.; Frisch, M. J. An Efficient
Implementation of Time-Dependent Density-Functional Theory for
the Calculation of Excitation Energies of Large Molecules. J. Chem.
Phys. 1998, 109, 8218−8224. (b) Saad, Y. Numerical Methods for Large
Eigenvalue Problems: Revised ed.; Society for Industrial and Applied
Mathematics: PA, 2011. (c) Chernyak, V.; Schulz, M. F.; Mukamel, S.;
Tretiak, S.; Tsiper, E. V. Krylov-Space Algorithms for Time-
Dependent Hartree−Fock and Density Functional Computations. J.
Chem. Phys. 2000, 113, 36−43.
(143) Miranda, R. P.; Fisher, A. J.; Stella, L.; Horsfield, A. P. A
Multiconfigurational Time-Dependent Hartree-Fock Method for
Excited Electronic States. I. General Formalism and Application to
Open-Shell States. J. Chem. Phys. 2011, 134, 244101.
(144) Kowalczyk, T.; Tsuchimochi, T.; Chen, P.-T.; Top, L.; Van
Voorhis, T. Excitation Energies and Stokes Shifts from a Restricted
Open-Shell Kohn-Sham Approach. J. Chem. Phys. 2013, 138, 164101.
(145) Huix-Rotllant, M.; Ipatov, A.; Rubio, A.; Casida, M. E.
Assessment of Dressed Time-Dependent Density-Functional Theory
for the Low-Lying Valence States of 28 Organic Chromophores. Chem.
Phys. 2011, 391, 120−129.
(146) Sears, J. S.; Koerzdoerfer, T.; Zhang, C.-R.; Bredas, J.-L.
Communication: Orbital Instabilities and Triplet States from Time-
Dependent Density Functional Theory and Long-Range Corrected
Functionals. J. Chem. Phys. 2011, 135, 151103.
(147) (a) Badaeva, E.; Albert, V. V.; Kilina, S.; Koposov, A.; Sykora,
M.; Tretiak, S. Effect of Deprotonation on Absorption and Emission
Spectra of Ru(II)-Bpy Complexes Functionalized with Carboxyl
Groups. Phys. Chem. Chem. Phys. 2010, 12, 8902−8913. (b) Lundberg,
M.; Siegbahn, P. E. M. Quantifying the Effects of the Self-Interaction

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.5b00012
Chem. Rev. 2015, 115, 5929−5978

5971

http://dx.doi.org/10.1021/acs.chemrev.5b00012


Error in DFT: When Do the Delocalized States Appear? J. Chem. Phys.
2005, 122, 224103. (c) Magyar, R. J.; Tretiak, S. Dependence of
Spurious Charge-Transfer Excited States on Orbital Exchange in
TDDFT: Large Molecules and Clusters. J. Chem. Theory Comput.
2007, 3, 976−987.
(148) Bernardi, M.; Vigil-Fowler, D.; Lischner, J.; Neaton, J. B.;
Louie, S. G. Ab Initio Study of Hot Carriers in the First Picosecond
after Sunlight Absorption in Silicon. Phys. Rev. Lett. 2014, 112, 257402.
(149) Szabo, A.; Ostlund, N. S. Modern Quantum Chemistry:
Introduction to Advanced Electronic Structure Theory; Dover Publica-
tions: NY, 2012.
(150) Schmidt, M. W.; Gordon, M. S. The Construction and
Interpretation of MCSCF Wavefunctions. Annu. Rev. Phys. Chem.
1998, 49, 233−266.
(151) Mukamel, S. Principles of Nonlinear Optical Spectroscopy;
Oxford University Press: New York, 1995.
(152) Perdew, J. P.; Levy, M. Physical Content of the Exact Kohn-
Sham Orbital Energies: Band Gaps and Derivative Discontinuities.
Phys. Rev. Lett. 1983, 51, 1884−1887.
(153) (a) Tretiak, S.; Chernyak, V.; Mukamel, S. Localized Electronic
Excitations in Phenylacetylene Dendrimers. J. Phys. Chem. B 1998,
102, 3310. (b) Tretiak, S.; Saxena, A.; Martin, R. L.; Bishop, A. R.
Interchain Electronic Excitations in Poly(Phenylenevinylene) (PPV)
Aggregates. J. Phys. Chem. B 2000, 104, 7029−7037.
(154) (a) Reed, A. E.; Curtiss, L. A.; Weinhold, F. Intermolecular
Interactions from a Natural Bond Orbital, Donor-Acceptor Viewpoint.
Chem. Rev. 1988, 88, 899−926. (b) Glendening, E. D.; Landis, C. R.;
Weinhold, F. Natural Bond Orbital Methods. Wiley Interdiscip. Rev.:
Comput. Mol. Sci. 2012, 2, 1−42.
(155) Martin, R. L. Natural Transition Orbitals. J. Chem. Phys. 2003,
118, 4775−4777.
(156) Wise, F. W. Lead Salt Quantum Dots: The Limit of Strong
Quantum Confinement. Acc. Chem. Res. 2000, 33, 773−780.
(157) Meulenberg, R. W.; Lee, J. R. I.; Wolcott, A.; Zhang, J. Z.;
Terminello, L. J.; van Buuren, T. Determination of the Excition
Binding Energy in CdSe Quantum Dots. ACS Nano 2009, 3, 325−330.
(158) (a) Kamisaka, H.; Kilina, S. V.; Yamashita, K.; Prezhdo, O. V.
Ultrafast Vibrationally-Induced Dephasing of Electronic Excitations in
PbSe Quantum Dot. Nano Lett. 2006, 6, 2295−2300. (b) Kilina, S. V.;
Neukirch, A. J.; Habenicht, B. F.; Kilin, D. S.; Prezhdo, O. V. Quantum
Zeno Effect Rationalizes the Phonon Bottleneck in Semiconductor
Quantum Dots. Phys. Rev. Lett. 2013, 110, 180404. (c) Kilina, S.;
Velizhanin, K. A.; Ivanov, S.; Prezhdo, O. V.; Tretiak, S. Surface
Ligands Increase Photoexcitation Relaxation Rates in CdSe Quantum
Dots. ACS Nano 2012, 6, 6515−6524.
(159) Kilina, S.; Cui, P.; Fischer, S. A.; Tretiak, S. Conditions for
Directional Charge Transfer in CdSe Quantum Dots Functionalized
by Ru(II) Polypyridine Complexes. J. Phys. Chem. Lett. 2014, 5, 3565−
3576.
(160) (a) Chandross, M.; Mazumdar, S.; Jeglinski, S.; Wei, X.;
Vardeny, Z. V.; Kwock, E. W.; Miller, T. M. Excitons in Poly(Para-
Phenylenevinylene). Phys. Rev. B 1994, 50, 14702−14705. (b) Kohler,
A.; dos Santos, D. A.; Beljonne, D.; Shuai, Z.; Bredas, J. L.; Holmes, A.
B.; Kraus, A.; Mullen, K.; Friend, R. H. Charge Separation in Localized
and Delocalized Electronic States in Polymeric Semiconductors.
Nature 1998, 392, 903−906.
(161) Tretiak, S.; Chernyak, V.; Mukamel, S. Two-Dimensional Real-
Space Analysis of Optical Excitations in Acceptor-Substituted
Carotenoids. J. Am. Chem. Soc. 1997, 119, 11408−11419.
(162) (a) Meng, K.; Ding, Q.; Wang, S.; Gong, Q. Ultrafast Energy
Transfer in Blended Polyphenothiazine/Polyphenylene Vinylene Film.
Chem. Phys. Lett. 2011, 515, 155−158. (b) Becker, K.; Da Como, E.;
Feldmann, J.; Scheliga, F.; Csanyi, E. T.; Tretiak, S.; Lupton, J. M.
How Chromophore Shape Determines the Spectroscopy of Phenyl-
ene-Vinylenes: Origin of Spectral Broadening in the Absence of
Aggregation. J. Phys. Chem. B 2008, 112, 4859−4864.
(163) (a) Ghosh, H. Ground and Excited State Nonlinear Optical
Properties of Poly(-Para Phenylene Vinylene). Synth. Met. 2008, 158,
320−329. (b) Sun, M.; Kjellberg, P.; Beenken, W. J. D.; Pullerits, T.

Comparison of the Electronic Structure of PPV and Its Derivative
Dioxa-Ppv. Chem. Phys. 2006, 327, 474−484. (c) Kilina, S.; Dandu, N.;
Batista, E. R.; Saxena, A.; Martin, R. L.; Smith, D. L.; Tretiak, S. Effect
of Packing on Formation of Deep Carrier Traps in Amorphous
Conjugated Polymers. J. Phys. Chem. Lett. 2013, 4, 1453−1459.
(d) Yang, P.; Batista, E. R.; Tretiak, S.; Saxena, A.; Martin, R. L.;
Smith, D. L. Effect of Intramolecular Disorder and Intermolecular
Electronic Interactions on the Electronic Structure of Poly-P-
Phenylene Vinylene. Phys. Rev. B 2007, 76, 241201.
(164) Jiang, Y.; Xu, H.; Zhao, N.; Peng, Q.; Shuai, Z. Spectral
Signature of Intrachain and Interchain Polarons in Donor-Acceptor
Copolymers. Acta Chim. Sin. 2014, 72, 201−207.
(165) (a) Barford, W.; Boczarow, I.; Wharram, T. Ultrafast
Dynamical Localization of Photoexcited States in Conformationally
Disordered Poly(P-Phenylenevinylene). J. Phys. Chem. A 2011, 115,
9111−9119. (b) Tozer, O. R.; Barford, W. Exciton Dynamics in
Disordered Poly(P-Phenylenevinylene): Ultrafast Interconversion and
Dynamical Localization. J. Phys. Chem. A 2012, 116, 10310−10318.
(166) (a) Igumenshchev, K. I.; Tretiak, S.; Chernyak, V. Y. Excitonic
Effects in a Time-Dependent Density Functional Theory. J. Chem.
Phys. 2007, 127, 114902. (b) Tretiak, S.; Igumenshchev, K.; Chernyak,
V. Exciton Sizes of Conducting Polymers Predicted by Time-
Dependent Density Functional Theory. Phys. Rev. B 2005, 71, 033201.
(167) Arkhipov, V. I.; Bassler, H. Exciton Dissociation and Charge
Photogeneration in Pristine and Doped Conjugated Polymers. Phys.
Status Solidi A 2004, 201, 1152−1187.
(168) (a) Li, H.; Malinin, S. V.; Tretiak, S.; Chernyak, V. Y. Exciton
Scattering Approach for Branched Conjugated Molecules and
Complexes. Iv. Transition Dipoles and Optical Spectra. J. Chem.
Phys. 2010, 132, 124103. (b) Li, H.; Malinin, S. V.; Tretiak, S.;
Chernyak, V. Y. Effective Tight-Binding Models for Excitons in
Branched Conjugated Molecules. J. Chem. Phys. 2013, 139, 064109.
(169) (a) Wu, C.; Malinin, S. V.; Tretiak, S.; Chernyak, V. Y. Exciton
Scattering and Localization in Branched Dendrimeric Structures. Nat.
Phys. 2006, 2, 631−635. (b) Chao, W.; Malinin, S. V.; Tretiak, S.;
Chernyak, V. Y. Multiscale Modeling of Electronic Excitations in
Branched Conjugated Molecules Using an Exciton Scattering
Approach. Phys. Rev. Lett. 2008, 100, 057405. (c) Chao, W.;
Malinin, S. V.; Tretiak, S.; Chernyak, V. Y. Exciton Scattering
Approach for Branched Conjugated Molecules and Complexes. I.
Formalism. J. Chem. Phys. 2008, 129, 174111.
(170) (a) Hendry, E.; Schins, J. M.; Candeias, L. P.; Siebbeles, L. D.
A.; Bonn, M. Efficiency of Exciton and Charge Carrier Photo-
generation in a Semiconducting Polymer. Phys. Rev. Lett. 2004, 92,
196601. (b) Cornil, J.; Beljonne, D.; Calbert, J. P.; Bredas, J. L.
Interchain Interactions in Organic Pi-Conjugated Materials: Impact on
Electronic Structure, Optical Response, and Charge Transport. Adv.
Mater. 2001, 13, 1053−1067. (c) Spano, F. C. Excitons in Conjugated
Oligomer Aggregates, Films, and Crystals. Annu. Rev. Phys. Chem.
2006, 57, 217−243. (d) Tretiak, S.; Saxena, A.; Martin, R. L.; Bishop,
A. R. Photoexcited Breathers in Conjugated Polyenes: An Excited-
State Molecular Dynamics Study. Proc. Natl. Acad. Sci. U.S.A. 2003,
100, 2185−2190.
(171) (a) Zhugayevych, A.; Postupna, O.; Bakus, R. C., II; Welch, G.
C.; Bazan, G. C.; Tretiak, S. Ab Initio Study of a Molecular Crystal for
Photovoltaics: Light Absorption, Exciton and Charge Carrier Trans-
port. J. Phys. Chem. C 2013, 117, 4920−4930. (b) Coughlin, J. E.;
Zhugayevych, A.; Bakus, R. C., II; van der Poll, T. S.; Welch, G. C.;
Teat, S. J.; Bazan, G. C.; Tretiak, S. A Combined Experimental and
Theoretical Study of Conformational Preferences of Molecular
Semiconductors. J. Phys. Chem. C 2014, 118, 15610−15623.
(c) Zhugayevych, A.; Tretiak, S. Theoretical Description of Structural
and Electronic Properties of Organic Photovoltaic Materials. Annu.
Rev. Phys. Chem. 2015, 66, 305−330.
(172) Kane, C. L.; Mele, E. J. Electron Interactions and Scaling
Relations for Optical Excitations in Carbon Nanotubes. Phys. Rev. Lett.
2004, 93, 197402.

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.5b00012
Chem. Rev. 2015, 115, 5929−5978

5972

http://dx.doi.org/10.1021/acs.chemrev.5b00012


(173) Korovyanko, O. J.; Sheng, C.-X.; Vardeny, Z. V.; Dalton, A. B.;
Baughman, R. H. Ultrafast Spectroscopy of Excitons in Single-Walled
Carbon Nanotubes. Phys. Rev. Lett. 2004, 92, 017403.
(174) Wang, F.; Dukovic, G.; Brus, L. E.; Heinz, T. F. The Optical
Resonances in Carbon Nanotubes Arise from Excitons. Science 2005,
308, 838−841.
(175) Uryu, S.; Ando, T. Exciton Absorption of Perpendicularly
Polarized Light in Carbon Nanotubes. Phys. Rev. B 2006, 74, 155411.
(176) Zhao, H. B.; Mazumdar, S. Electron-Electron Interaction
Effects on the Optical Excitations of Semiconducting Single-Walled
Carbon Nanotubes. Phys. Rev. Lett. 2004, 93, 57402.
(177) Spataru, C. D.; Ismail-Beigi, S.; Capaz, R. B.; Louie, S. G.
Theory and Ab Initio Calculation of Radiative Lifetime of Excitons in
Semiconducting Carbon Nanotubes. Phys. Rev. Lett. 2005, 95, 247402.
(178) Scholes, G. D.; Tretiak, S.; McDonald, T. J.; Metzger, W. K.;
Engtrakul, C.; Rumbles, G.; Heben, M. J. Low-Lying Exciton States
Determine the Photophysics of Semiconducting Single Wall Carbon
Nanotubes. J. Phys. Chem. C 2007, 111, 11139−11149.
(179) Wang, F.; Dukovic, G.; Brus, L. E.; Heinz, T. F. Time-Resolved
Fluorescence of Carbon Nanotubes and Its Implication for Radiative
Lifetimes. Phys. Rev. Lett. 2004, 92, 177401.
(180) Srivastava, A.; Htoon, H.; Klimov, V. I.; Kono, J. Direct
Observation of Dark Excitons in Individual Carbon Nanotubes:
Inhomogeneity in the Exchange Splitting. Phys. Rev. Lett. 2008, 101,
087402.
(181) Capaz, R. B.; Spataru, C. D.; Ismail-Beigi, S.; Louie, S. G.
Diameter and Chirality Dependence of Exciton Properties in Carbon
Nanotubes. Phys. Rev. B 2006, 74, 121401.
(182) Khalil, M.; Demirdoven, N.; Tokmakoff, A. Coherent 2d Ir
Spectroscopy: Molecular Structure and Dynamics in Solution. J. Phys.
Chem. A 2003, 107, 5258−5279.
(183) Wei, H. H.-Y.; Evans, C. M.; Swartz, B. D.; Neukirch, A. J.;
Young, J.; Prezhdo, O. V.; Krauss, T. D. Colloidal Semiconductor
Quantum Dots with Tunable Surface Composition. Nano Lett. 2012,
12, 4465−4471.
(184) Karakoti, A. S.; Sanghavi, S.; Nachimuthu, P.; Yang, P.;
Thevuthasan, S. Probing the Size- and Environment-Induced Phase
Transformation in CdSe Quantum Dots. J. Phys. Chem. Lett. 2011, 2,
2925−2929.
(185) Omogo, B.; Aldana, J. F.; Heyes, C. D. Radiative and
Nonradiative Lifetime Engineering of Quantum Dots in Multiple
Solvents by Surface Atom Stoichiometry and Ligands. J. Phys. Chem. C
2013, 117, 2317−2327.
(186) Kim, D.; Kim, D.-H.; Lee, J.-H.; Grossman, J. C. Impact of
Stoichiometry on the Electronic Structure of PbSe Quantum Dots.
Phys. Rev. Lett. 2013, 110, 196802.
(187) Voznyy, O.; Zhitomirsky, D.; Stadler, P.; Ning, Z.; Hoogland,
S.; Sargent, E. H. A Charge-Orbital Balance Picture of Doping in
Colloidal Quantum Dot Solids. ACS Nano 2012, 6, 8448−8455.
(188) Voznyy, O.; Sargent, E. H. Atomistic Model of Fluorescence
Intermittency of Colloidal Quantum Dots. Phys. Rev. Lett. 2014, 112,
157401.
(189) (a) Bloom, B. P.; Zhao, L.-B.; Wang, Y.; Waldeck, D. H.; Liu,
R.; Zhang, P.; Beratan, D. N. Ligand-Induced Changes in the
Characteristic Size-Dependent Electronic Energies of CdSe Nano-
crystals. J. Phys. Chem. C 2013, 117, 22401−22411. (b) Carey, G. H.;
Kramer, I. J.; Kanjanaboos, P.; Moreno-Bautista, G.; Voznyy, O.;
Rollny, L.; Tang, J. A.; Hoogland, S.; Sargent, E. H. Electronically
Active Impurities in Colloidal Quantum Dot Solids. ACS Nano 2014,
8, 11763−11769.
(190) (a) Sykora, M.; Petruska, M. A.; Alstrum-Acevedo, J.; Bezel, I.;
Meyer, T. J.; Klimov, V. I. Photoinduced Charge Transfer between
CdSe Nanocrystal Quantum Dots and Ru-Polypyridine Complexes. J.
Am. Chem. Soc. 2006, 128, 9984−9985. (b) Gimenez, S.; Rogach, A.
L.; Lutich, A. A.; Gross, D.; Poeschl, A.; Susha, A. S.; Mora-Sero, I.;
Lana-Villarreal, T.; Bisquert, J. Energy Transfer Versus Charge
Separation in Hybrid Systems of Semiconductor Quantum Dots and
Ru-Dyes as Potential Co-Sensitizers of TiO2-Based Solar Cells. J. Appl.
Phys. 2011, 110, 014314.

(191) (a) van der Poll, T. S.; Zhugayevych, A.; Chertkov, E.; Bakus,
R. C., II; Coughlin, J. E.; Teat, S. J.; Bazan, G. C.; Tretiak, S.
Polymorphism of Crystalline Molecular Donors for Solution-
Processed Organic Photovoltaics. J. Phys. Chem. Lett. 2014, 5,
2700−2704. (b) Jackson, N. E.; Savoie, B. M.; Kohlstedt, K. L.; de
la Cruz, M. O.; Schatz, G. C.; Chen, L. X.; Ratner, M. A. Controlling
Conformations of Conjugated Polymers and Small Molecules: The
Role of Nonbonding Interactions. J. Am. Chem. Soc. 2013, 135,
10475−10483.
(192) Coropceanu, V.; Cornil, J.; da Silva, D. A.; Olivier, Y.; Silbey,
R.; Bredas, J. L. Charge Transport in Organic Semiconductors. Chem.
Rev. 2007, 107, 926−952.
(193) Albu, N. M.; Yaron, D. J. Brownian Dynamics Simulations of
Charge Mobility on Conjugated Polymers in Solution. J. Chem. Phys.
2013, 138, 224902.
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