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Excitonic and Vibrational Properties of
Single-Walled Semiconducting Carbon

Nanotubes™**

By Svetlana Kilina and Sergei Tretiak™

We review quantum-chemical studies of the excited-state electronic structure of finite-
size semiconducting single-walled carbon nanotubes (SWCNTs) using methodologies
previously successfully applied to describe conjugated polymers and other organic
molecular materials. The results of our simulations are in quantitative agreement with
available spectroscopic data and show intricate details of excited-state properties and

photoinduced vibrational dynamics in carbon nanotubes. We analyze in detail the

nature of strongly bound first and second excitons in SWCNTs for a number of differ-

ent tubes, emphasizing emerging size-scaling laws. Characteristic delocalization properties of excited states are
identified by the underlying photoinduced changes in charge densities and bond orders. Due to the rigid structure,
exciton—phonon coupling is much weaker in SWCNTs compared to typical molecular materials. Yet we find that,
in the ground state, a SWCNT's surface experiences the corrugation associated with electron—-phonon interactions.
Vibrational relaxation following photoexcitation reduces this corrugation, leading to a local distortion of the tube
surface, which is similar to the formation of self-trapped excitons in conjugated polymers. The calculated asso-
ciated Stokes shift increases with enlargement of the tube diameters. Such exciton vibrational phenomena are pos-
sible to detect experimentally, allowing for better understanding of photoinduced electronic dynamics in nanotube

materials.
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1. Introduction

Rapid advances in chemical synthesis and fabrication tech-
niques generate novel types of nanometer-sized materials that
exhibit original and often unforeseen properties, which can be
controlled not only by the type of material but also by sample
size, shape, and topology. Carbon nanotubes are one of the
brightest examples of such materials. Single-walled carbon
nanotubes (SWCNTs) can be considered as quasi-one-dimen-
sional derivatives of bulk graphite; whereby one-atom-thick
layers are rolled into long rigid cylinders a few nanometers in
diameter.' The diameter and direction of the tube’s rolling
(a chiral vector (n,m)) define the main features of SWCNTs,
such as a semiconductor or metal-like electronic structure.
SWCNTs are in neither the bulk semiconductor nor molecular
regime, and exhibit an entirely new range of properties, placing
them in between the two traditional types of materials. Their
extraordinary mechanical, electronic, and optical properties, as
well as an ability to tune these properties by a tube’s geometry,
make SWCNTSs very promising materials for a number of tech-
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nological applications. The potential applications include but
are not limited to chemical sensors™*” and mass conveyers,[6]
nanoscale logic gates[7’8] and antennas”  conductor
switches, ' Jasers,'>? field-effect transistors,"*') and logic
circuits.!'*!

Many of the above applications and fundamental studies re-
quire manipulation of one particular type of a tube with a well-
determined diameter and chiral vector. For instance, the band-
gap of a semiconducting tube, a critical parameter that needs
to be controlled for nanoelectronic applications, is strongly de-
pendent on tube geometry. From the experimental standpoint,
however, the specification of individual SWCNTs is difficult
because the tubes of different species, orientations, and lengths
are mixed together in one sample. Tube polydispersion (bund-
ling), poor solubility, and defects complicate the problem even
further. Modern catalysts and growth processes allow control
of the diameter of synthesized nanotubes to some degree. Sam-
ples have been enriched"”! or separated into pure metallic and
semiconductor fractions using dielectrophoresis!'®!!  or
through selective reaction chemistry.'! Separations of individ-
ual semiconductor chiralities have been relatively successful
using DNA-wrapping chemistry or reversible chirality-selective
CNT redox chemistry®! that yields enriched samples of only a
single large bandgap chirality.pl] In spite of these advances, ob-
taining specific defect-free chiral SWCNT species remains a
huge challenge for synthesis and technology.

Spectroscopic techniques are currently the mainstream
approach to provide precise characterization of SWCNT sam-
ples. Sophisticated combinations of absorption, fluorescence,

and Raman spectroscopies[zz‘zs] make the assignment of a type

of tube routine. The main component of these techniques is
spectroscopic identification of the tube diameter and the opti-
cal transition energies E; that specify individual (n,m) nano-
tubes. Resonant Raman spectroscopy[%’zg] delivers an accurate
identification of tube diameters and transition energies in a
homogeneous sample by measuring the radial breathing mode
(RBM) frequency. Complementary photoluminescence (PL)
experiments provide (n—m), (2n+m), and (2m + n) family be-
havior of E,, absorption peaks and E;; emission peaks, which
identify well an individual (n,m) tube in a suspension. Yet, the
spectroscopic tube identification is still a challenge because of
inhomogeneous broadening, spectral overlap, and relatively
low efficiency of PL spectra, which cause complications in
(n,m) assignment.

New synthetic advances and applications of sophisticated ex-
perimental approaches resulted in revolutionary re-evaluation
of the basic photophysics of SWCNTs over the past five years.
Early optical spectra in SWCNTs had been interpreted in
terms of free electron-hole carriers. Indeed, the electronic
structure of SWCNTSs, predicted by tight-binding Hamiltonian
models, provides equally spaced sub-bands of valence and con-
duction bands with diverging density of states at the edges,
known as van Hove singularities, which result from one-dimen-
sional (1D) confinement conditions.!! Recent transient spec-
troscopy and nonlinear absorption data®!! have unambigu-
ously revealed that the photophysics of SWCNTs is dominated
by strongly bound excitons (interacting electron-hole pairs)
rather than free particles. Measurement of the excitonic bind-
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ing energy was done using two-photon excitation spectrosco-
py[32’33] and pump-probe spectroscopy.[34] Taking advantage of
allowed and well-defined transitions to both the bound exciton
state and to the near-continuum unbound states, the binding
energy of approximately 0.4 eV for the first excitonic band
(E11) in semiconducting SWCNTs with 0.8 nm diameters was
determined. This is about one hundred times larger than that
for bulk semiconductors, but comparable to other 1D materi-
als, such as conjugated polymers.DS] Measurement of the bind-
ing energy of the second excitonic band E,, by resonant Ra-
man scattering provides even higher values of about 0.5 eV and
0.6 eV for (10,3) and (7,5) tubes, respectively.*®! Starting from
the pioneering study by Ando,*”! a large amount of theoretical
work has confirmed strong excitonic effects in SWCNTs.*¥2!
These results demonstrate that, unlike in bulk systems, the
excited-state properties of nanotubes are dominated by many-
body interactions, which is a typical scenario for many nano-
scale materials.®™ Thus, excitonic effects can not be largely ne-
glected or treated as a small perturbation to the bandgap of
SWCNTs as it was assumed in earlier studies.

In addition to the excitonic features, vibronic resonances in
the photoluminescence excitation spectra,***! vibrational pro-
gression in absorption/fluorescence lineshapes,*>*! Raman
spectroscopy,[28’47’48] coherent phonon excitation experi-
ments,[49’50] transport measurements,[ﬂ] as well as theoretical
studies®>>"! have brought evidence of significant carrier—pho-
non interaction in SWCNTSs. It is important to note that both
electron—electron and electron—phonon interactions are typical
features of low-dimensional systems,*! such as conjugated or-
ganic*! and organometallic!®"! polymers, mixed-valence
chains,[®? and, in general, organic molecular materials.[©>%]
However, nanotubes have a rigid structure and cannot be re-
garded as pure 1D systems because of their circumferential di-
mension. Subsequently, excitonic and vibrational effects in
SWCNTs are expected to differ from that in the above systems
and to be very sensitive to tube size and geometry. Quantita-
tive measurements of electron—phonon coupling constants and
Huang—Rhys factors from the analysis of experimental Raman
profiles[66’67] and calculations!®7%! place SWCNTs in a regime
of weak coupling strength, compared to typical molecular sys-
tems, but far exceeding electron—phonon coupling constants
observed in semiconductor materials.

Thus, both excitonic and vibronic effects are equally impor-
tant for a correct description of photoinduced dynamics in
nanotubes. These phenomena need to be clearly understood to
achieve proper functionalities of future nanotube-based elec-
tronic devices. Clearly, an accurate description of these fea-
tures depends on a proper incorporation of both strong Cou-
lomb and exciton-phonon couplings. Computational studies
utilizing accurate quantum-chemical methods are complicated
and usually involve significant numerical effort. Consequently,
existing theoretical investigations based on rigorous first-prin-
ciple methodologies focus on only one class of phenomena:
either excitonic or vibrational. On the other hand, computa-
tions utilizing model Hamiltonian approaches have limited
accuracy and do not include, for example, curvature-induced
c- and n-bond mixing and possible deviations from the sp’

Adv. Funct. Mater. 2007, 17, 3405-3420

© 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

hybridization, which are important effects in the case of
SWCNTs. P71

One of the most accurate theoretical descriptions of exci-
tonic effects in SWCNTSs has been provided by a Green’s func-
tions approach via the solution of the Bethe—Salpeter equation
(BSE) by adding self-energy corrections (GW) to the local-
density approximation (LDA)."?! This method has demonstrat-
ed significant electron—electron interactions and has proved
the dominating role of excitons in the optical spectra of
SWCNTs.?** The same BSE approach, but coupled to a much
simpler empirical tight-binding Su-Schrieffer-Heeger (SSH)
model, was fruitfully used to evaluate various excitonic proper-
ties,[] size-scaling laws,*! carrier transport,[74‘75] and electron—
phonon coupling effects™! in a broad range of nanotube spe-
cies. Density-functional theory (DFT) has also been widely
used to calculate curvature and electron—-phonon effects,?7%
uncorrelated gaps,[76’77] and non-adiabatic electron—phonon dy-
namics.*?) Fewer applications of time-dependent DFT (TD-
DFT) to SWCNT systems have been reported. The latter tech-
nique allows for adequate treatment of excitonic effects with
accuracy comparable to BSE-based methods!”>"® and has cur-
rently become a mainstream approach for calculating electron-
ic excitations in molecular materials. For example, the applica-
tion of TD-DFT to narrow tubes”) demonstrates surprisingly
good agreement with experimental results and reveals the im-
portance of depolarization effects.

The above-described theoretical approaches assume periodic
boundary conditions to address long SWCNT lengths. Re-
cently, a number of simulations using finite tube lengths has
been reported.?*44°338] These techniques use methodologies
previously developed for molecular materials. Finite-size calcu-
lations are able to address all excitonic phenomena as once the
molecular size becomes larger than the characteristic exciton
size, all physical properties become additive. This means, for in-
stance, a saturation to a constant of excitation energies. Conse-
quently, a large enough molecule represents the infinite system
limit well. Such techniques are routinely applied to many other
1D systems such as conjugated polymers or mixed-valence
chains.P8028183] g brings broad experience and accurate
theoretical methodologies, well-developed for the characteriza-
tion of molecular systems, to SWCNTs. For example,
calculations based on an empirical Pariser—Par-Pople (PPP)
n-electron Hamiltonian approach!*! explain the low PL effi-
ciency of SWCNTSs because of intrinsic low-lying ‘dark’ exci-
tonic states. The same approach indicated many common fea-
tures in the electronic spectra of SWCNTs and conjugated
polymers; a fact that was confirmed by transient absorption
spectroscopic measurements.® We further note that group-
theoretical analysis of optical selection rules based on the peri-
odic boundary conditions in SWCNTs fails to predict their
strong nonlinear absorption, which should be completely for-
bidden in theory but clearly shows up in two-photon PLI>%]
and transient absorption spectra.® In contrast, finite-tube cal-
culations are able to explain the basic photophysics underlying
these spectra well and to characterize the properties of the
excited states involved.**3 Consequently, solid-state-like
(periodic boundary conditions) and molecular-like (finite-size)
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theoretical approaches are complementary in discovering the
rich photophysics of SWCNT materials.

This Feature Article overviews an extensive study of both
excitonic and vibrational effects in SWCNTs using finite-size
molecular-type approaches. We use our excited-state molecular
dynamics (ESMD) technique,®®®! recently developed and
successfully applied to many conjugated molecular materi-
als.[%%1 This method makes simulations of exciton-vibra-
tional dynamics in very large systems up to one thousand atoms
in size possible, while retaining the necessary quantitative accu-
racy. This is achieved by combining three techniques: i) Reli-
able semiempirical all-valence approaches, such as Austin
Model 1 (AM1)®" or the intermediate neglect of differential
overlap (INDO) model,’"! to treat natural curvature and vibra-
tional effects at a significantly reduced computational complex-
ity level compared to ab initio approaches; ii) A time-depen-
dent Hartree-Fock (TDHF) approximation to address
essential electronic correlations and excitonic effects. The
TDHF, combined with Krylov subspace algorithms®? in the
collective electronic oscillator (CEO) code,®! makes it possi-
ble to calculate hundreds of molecular excited states with only
moderate numerical expense; iii) Finally, analytic gradients of
the excited-state potential energy surfaces® in the ESMD
package allow investigation of vibrational phenomena, excited-
state optimizations, and dynamics.[85’89] We recently have used
this technique to address several excited-state phenomena in
SWCNTs, which have also been studied experimentally. This
includes anharmonic coherent phonon dynamics,*’! quantifica-
tion of exciton—phonon coupling and Huang-Rhys factors,’*”)
characterization of delocalized non-excitonic transitions (Es3
and E44),[94J and effects of Peierls distortion and exciton self-
trapping.[ssl Compared to selected SWCNT species used in the
previous work, here we model in detail excited-state phenom-
ena in ten chiral and five zigzag carbon nanotubes, focusing on
the dependence of exciton-vibrational phenomena on tube chi-
ralities and diameters ranging between 4 and 13 A. Compared
to model calculations, we expect to understand the interplay of
n- and c-bonding using our technique, as well as curvature and
chirality effects in the excited states of SWCNTs.

This article is organized as follows. Details of our computa-
tional approach are presented in Section 2. In Section 3, we
analyze the calculated excitonic structure and exciton-vibra-
tional phenomena of SWCNTs. Finally, we discuss the trends
that emerge and summarize our findings in Section 4.

2. Computational Methodology

2.1. Hamiltonian Model and Electronic Correlations

To study the exciton—vibrational phenomena in SWCNTs,
we employed the following computational strategy. Ground-
state optimal geometries were obtained using the Austin Mod-
el 1 (AM1) semiempirical Hamiltonian! at the Hartree—Fock
(HF) level. The AM1 approach was specifically designed for
this purpose and was widely applied to calculate ground-[95]
and excited-state®™*® properties of many molecular systems.

© 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

This includes chemical energies, geometries, dipoles, excitation
energies, and polarizabilities. The semiempirical approximation
restricts the basis set to valence orbitals of Slater-type. This
limits the number of computed Hamiltonian matrix elements
and allows storage of all of them in memory, instead of recalcu-
lating them when needed, as is commonly done in ab initio
computations.””! This methodology makes semiempirical tech-
niques significantly easier and faster yet allows for an accurate
description of a broad range of electronic phenomena. For ex-
ample, no assumptions to the vibrational properties and curva-
ture-mediated - and m-interactions are necessary as the AM1
Hamiltonian has these effects built into the dependence of its
matrix elements on the nuclei positions. This constitutes an im-
portant advantage over the simpler tight-binding m-electron
empirical approximations such as PPPP*%% or SSHI*!5373] mod-
els.

Optimized ground-state geometries provide input structures
for excited-state calculations performed using the CEO code
combined with the AM1 Hamiltonian. The CEO approach, de-
scribed in detail elsewhere,”* solves the equation of motion
for the single-electron density matrix™®! p,,.(f) of a molecule
driven by an external electric field using the TDHF approxima-
tion for the many-electron problem.**!%!

(1) = (¥ (O)lchcal¥(2)) 1)

Here |‘P(t)) is the many-electron wave function (time-depen-
dent single-Slater determinant driven by an external field,
where ¢ is time), ¢}, (c,) are creation (annihilation) operators,
and the indices m and n refer to known basis functions (e.g.,
atomic orbitals, AOs, in the site representation). Within this
theoretical framework, the changes induced in the density ma-
trix by an external field are expressed as linear combinations of
the electronic transition densities {fn}[59’86] These are defined
as:

(Endmn = (lchcalg) (2)

and reflect the changes in the electronic density induced by an
optical transition from the ground state | g) to an excited
state | n). The transition densities (or electronic modes) are, in
turn, the eigenfunctions of the two-particle Liouville operator

L from the linearized TDHF equation of motion:****1%!

L&, = Q0¢, (3)

where the eigenvalues Q. are electronic |g)—> |n) transition
energies. The eigenvalue problem of Equation 3 may be writ-
ten in the matrix form as:[>91%%

(f‘B i) m :Qm 4)

which is known as the first-order random phase approximation
(RPA) eigenvalue equation.”!”!l The analogous eigenvalue
problem is solved within an adiabatic TD-DFT frame-
work.”>78%2] Here X and Y are particle-hole and hole—particle

Adv. Funct. Mater. 2007, 17, 3405-3420
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components of the transition density ¢=[{] in the molecular

orbital (MO) representation, respectively. The matrix A is
Hermitian and identical to the configuration interaction (CI)
singles matrix (CI singles is also known as the Tamm-Dancoff
approximation), whereas the matrix B represents higher order
electronic correlations included in the TDHF approximation
and known as a de-excitation operator. The direct diagonaliza-
tion of an operator L in Equation 4 is a potential computa-
tional bottleneck of the excited-state calculations. The CEO
procedure circumvents this problem using numerically efficient
Krylov space algorithms (e.g., Lanczos or Davidson).?%103]
This is possible since the action of the TDHF operator L on an
arbitrary single electron matrix ¢ can be calculated without
constructing and storing the full matrix L in memory (so-called
direct approach).’*?>1%l Subsequently, the computation of ex-
cited states is not substantially more numerically demanding
than the ground-state calculations. The TDHF approximation
accounts for essential electronic correlations, such as electron—
hole interactions, including some additional higher order
terms,”*191%] which are sufficient for a reasonably accurate
calculation of UV-vis spectra in many extended organic molec-
ular systems.[! It has the advantage of being size-consistent in
contrast to many truncated CI techniques.'””)

2.2. Exciton—Vibrational Dynamics and Relaxation

The vibrational dynamics after initial photoexcitation is fol-
lowed using the ESMD approach,[gsl which calculates classical
nuclear trajectories on the excited-state adiabatic potential en-
ergy hypersurface. This initial photoexcitation (hot exciton) is
allowed to evolve along the molecular excited-state potential
energy surface E.(q) according to the Newtonian equations of
motion for the nuclear degrees of freedom:

JE,(q)
99,

¥q.  ,9q
M ‘L pe_F o —
a atz + at a

. a=1,..,3N -6 (5)

using a numerical velocity Verlet finite difference algo-
rithm.['°! Here q, and M, represent the coordinates and the
mass, respectively, of one of the 3N-6 vibrational normal
modes (N being the total number of atoms in the molecule).
The forces F, are obtained as analytical derivatives of an ex-
ited-state energy E.(q) with respect to ¢,.[*! We follow the dy-
namics of all (3N-6) nuclear degrees of freedom of the mole-
cule. The excited-state potential energy surface E.(q) and the
forces that enter into Equation 5 are quantum-mechanically
calculated using the CEO method. Namely, for each nuclear
configuration q, E.(q) = Eo(q) + 2,(q). The ground-state ener-
gy E,(q) and the vertical T g)— |n) transition frequency &)
are both calculated with the CEO technique.

The ESMD code makes it possible to follow picosecond ex-
cited-state dynamics of quite large (~1000 atoms) molecular
systems taking into account all their 3N—-6 vibrational degrees
of freedom. The simulations allow us to follow the gas-phase
dynamics with vanishing damping (b=0). In particular, by
these means we can model coherent phonon dynamics in
SWCNTs. ¥ Imposing an effective viscous medium (b#0)

Adv. Funct. Mater. 2007, 17, 3405-3420
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leads us to the excited-state optimal geometry, when the system
is propagated sufficiently long for equilibration to occur. This
allows us to study ‘cold’ exciton properties, such as self-trap-
ping phenomena.® The excited-state vibrational relaxation is
typically characterized by the dimensionless displacements A,
of each normal mode and respective Huang—Rhys factors
S,=AZ?2. Geometry optimizations of a higher-lying excited
state (e.g., the second exciton E,, of SWCNTs) becomes nearly
impossible because of a significant density of states, level cross-
ings, and the numerical expense involved. However, a rough
approximation can be applied to estimate exciton—phonon ef-
fects. This assumes the same set of vibrational normal modes
for both ground and excited states (neglecting Duchinski rota-
tion and harmonic approximation). Subsequently, the gradient
of the electronic transition energy E.(q) along the vibrational
coordinate of interest g, provides the exciton—-phonon coupling
element

JE,(q)
9q,

=

a

(6)

and the approximate Huang—Rhys factor for an excited state of
interest is given by:

S, =2 (7)

where w, is a frequency of the normal mode a. We previously
found that such an approximation works well in the case of
SWCNTs because of their rigid structure. Calculated displace-
ments using ‘exact’ (optimal geometries) and ‘approximate’
(obtained by Eq. (7)) approaches for E;; agree within about
10% for RBM for selected nanotubes, which translates to
about 20 % differences in the Huang—Rhys factors.*”)

2.3. Real-Space Analysis

During the photoexcited dynamics, the molecular geometry
gets distorted, and this, in turn, induces strong changes in the
electronic wave function. To connect these structural changes
with the distinct dynamics of the underlying photoinduced
electron-hole pairs, we use a two-dimensional real-space analy-
sis**%! of the calculated transition densities &, (Eq. 2). The di-
agonal elements of the transition densities (&;),, represent the
net charge induced in the n-th AO by an external field. The
off-diagonal elements (&,)),., (m#n) represent the joint prob-
ability amplitude of finding an electron and a hole located on
the m-th and n-th AOs, respectively. To obtain a two-dimen-
sional real-space display of these modes, we coarse grain them
over the various orbitals belonging to each atom. In practice,
the hydrogens are omitted because they weakly participate in
the delocalized electronic excitations. For other atoms, we use
the following contraction: the total induced charge on each ato-
m A is given by:

(én)A = ‘ZnA (én)nAnA| (8)
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whereas an average over all of the off-diagonal matrix ele-
ments represents the effective electronic coherence between
atoms A and B:

Enan = Zama [ G ] ©

Here the indices na and mg run over all atomic orbitals local-
ized on atoms A and B, respectively. The size of the resulting
matrix (&) ap is now equal to N’ x N’, N’ being the number of
atoms in the molecule without hydrogens. Contour plots of
(&y)aB provide a real-space picture of electronic transitions by
showing accompanying motions of optically induced charges
and electronic coherence.™® Two characteristic lengths are of
relevance in these plots: The diagonal size of the non-zero ma-
trix elements L, reflects the degree of localization of the opti-
cal excitation (the position of the center of mass of the elec-
tron-hole pair). The largest off-diagonal extent of the non-zero
matrix area (coherence length L) measures the

maximal distance between the electron and hole (the

Fig. 1). The vertical transition frequencies from the ground
state to the singlet excited states, their oscillator strengths, and
transition density matrices were then computed with the CEO
procedure. The SWCNT singlet excitonic states E; formally
correspond to van Hove singularities.] However, the ratio be-
tween excitonic energies violates predictions of conventional
one-electron theories because of electronic correlation ef-
fects.®® Excited states of the finite-size molecules are discreet
in contrast to the band structure obtained from infinite tube
calculations.?**'42l Each excitonic band is a manifold of closely
spaced levels. The lowest state typically corresponds to the
tightly bound exciton Ej;, which collects nearly all of the oscil-
lator strength from its parent band. Conjugated polymers pro-
vide a well-explored example of such typical 1D electronic
structures that share many striking similarities with the
SWCNT case. 34405584

The computed singlet states are strongly delocalized n—n ex-
citations, which are optically accessible. Apart from the lowest

exciton size). These Lp and Lc cross sections are
shown later in Figure 5.

2.4. Simulation Details

The initial structures of fourteen SWCNTs of
various length have been generated using Tube-

N
. .
5

N

RS
(8,0) (11,0)

Gen 33"} and graphically visualized using XCrys-

Den software.'”!! Unsaturated chemical bonds at the
open tube ends (see Fig. 1) have been capped with
hydrogen atoms and methylene (CH,) groups to
remove mid-gap states caused by dangling bonds.
We have checked several different configurations of
H- and CH,-capping for each tube. Among these
configurations, the final capping is accepted only if it

provides a smooth dependence of the Hartree—Fock

energy gap on the length of a SWCNT, approaching
the limit of an infinite tube (simulated by imposing

finite-size and periodic-system approaches result in
the nearly identical optimal geometries in the bulk of
the tube (1-2 nm away from the tube ends). Subse-
quently, the tube ends do not introduce artefacts into

1D periodic boundary conditions). Moreover, both m

tube geometries and their electronic structure. All

simulated molecular systems have a finite length
(varied from 1 to 10 nm) and comprise several repeat

. . e
units (see Table 1). The maximum length of ; el
nanotubes is chosen to be significantly larger than / =
the diameter of the tube and characteristic exciton : / - ,-’
sizes (about 5 nm, see below). If these conditions o ,”—-,‘dw

are satisfied, the finite-size 1D systems are expected

to reproduce the properties of the infinite-size
systems.

Furthermore, we used the MOPAC-2002 codel™
and AM1 model to obtain ground-state optimal ge-
ometries, heats of formation (chemical energies), and
vibrational normal modes of all finite-size tubes (see

© 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

Figure 1. Optimal molecular structure of the carbon nanotubes considered in this
work, presented in perspective depth view for visual comparison of tubes’ diameters
and chiralities. The upper row displays zigzag tubes, the lower rows present tubes
with increasing chiralities. All tubes are finite and chosen to have approximately the
same length: around 7-8 nm in the Z-direction. Electronic dangling bonds are termi-
nated with either -H or —CH, capping agents.

Adv. Funct. Mater. 2007, 17, 3405-3420
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Table 1. Calculated geometric parameters of carbon nanotubes.

Tube Diameter [nm] Unit length [nm] Maximum Maximum Number
number of units length [nm] of atoms
(4.2) 0.414 113 9 9.80 568
(6.2) 0.565 1.54 7 10.10 744
(8,0 0.626 0.43 25 10.54 812
(6,5) 0.747 4.07 2 8.14 748
(7,5) 0.817 445 2 8.98 898
(11,0) 0.861 0.43 21 8.96 940
(10,2) 0.872 2.38 2 4.63 524
(7,6) 0.886 481 2 9.62 1040
(9,4) 0.903 4.92 1 4.86 562
(8,6) 0.952 2.59 3 7.82 920
(10,5) 1.039 113 7 7.79 1008
(14,0) 1.100 0.43 17 7.7 972
(16,0) 1.270 0.43 15 6.32 980
(19,0) 1.505 0.43 12 5.05 936

Ey, excitation, the E,, excitation usually lies within the first

>
o

®C60

100 electronic states in all of the finite-size structures we con-
sidered. £y, and E,, calculations can be done routinely with
the CEO procedure. In contrast, calculations of about 500—
700 states are required to access the E3; excitonic band be-
cause of the high density of states in the high-frequency spec-
tral region. This becomes numerically expensive and memory-
demanding because the CEO computational effort typically
scales linearly with the number of excited states requested.

To understand excited-state vibrational relaxation, we
further optimized the geometry of the first optically allowed
E1, excited state in the space of all vibrational coordinates q by
using the ESMD approach, which is related to the nanotube
emission properties. We also noted that there are several opti-
cally forbidden exciton states, nearly isoenergetic to the al-
lowed Ej; state in SWCNTSs. The relative ordering of ‘bright’
and ‘dark’ states may be an intrinsic reason for the poor fluo-
rescence efficiency of the CNTs.*T We found that state order-
ing is highly method-dependent in semiempirical approaches.
TD-DFT methodology was recently applied to address the
state ordering, their delicate energetics, and optical activity.'"”!
The results agree well with experimental data and kinetic mod-
eling.'%)

3. Results and Discussion

3.1. Heat of Formation and Energy Gaps

Figure 1 shows the structures corresponding to the minimum
energy at the ground state for most types of SWCNTSs studied
and allows one to visualize tube sizes and chiralities. The geo-
metric parameters of all calculated SWCNT species (ten chiral
and five zigzag tubes) are given in Table 1. Tthe heat of forma-
tion per carbon atom for the fourteen SWCNTSs at their maxi-
mum length (calculated with the MOPAC-2002 code!™) is pre-
sented in Figure 2. The heat of formation is a standard
enthalpy of formation or the enthalpy change to form a mole
of molecular compound at 25°C from its elements. Figure 2

Adv. Funct. Mater. 2007, 17, 3405-3420
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Figure 2. Variation of calculated heat of formation per carbon atom as a
function of a) inverse tube diameter and b) tube diameter, D. Wider tubes
have the lower heat of formation and are more frequently observed in ex-
periments. For comparison, calculated heats of formation for fullerene
C60 (D=0.71 nm) and graphene are shown as well.

shows that tubes with smaller diameters (~0.5 nm), and, conse-
quently, larger curvatures, have much larger heats of formation
than wider tubes. The aromatic rings in nanotubes are no long-
er planar but distorted due to curvature. This leads to deviation
from the energetically preferable ideal sp* hybridization and
n-delocalization of the graphene sheet. The curve in Figure 2
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becomes flater for tubes with diameters of about 1 nm, which
is a common size of SWCNTs used in experiments. Such a
strong difference in the heat of formation between small and
large SWCNTs explains the fact that very narrow tubes are
much harder to synthesize and are rarely observed in experi-
ments."'% Tube-geometry deformation related to the curvature
leads to a number of electronic phenomena, such as Peierls dis-
tortion and gap opening in metallic tubes.!">*%~!l Below we
discuss these geometric effects on the excitonic structure of
semiconducting SWCNTs, 453

The one-electron uncorrelated AM1/HF energy gap (the en-
ergy difference between the lowest unoccupied molecular or-
bital (LUMO) and the highest occupied molecular orbital
(HOMO)) is shown in Figure 3a and c. The respective calcu-
lated correlated CEO gaps are displayed in Figure 3b and d.
Figure 3a demonstrates the effects of the finite length of the
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Figure 3. Energy of the first optical transition (Eq;) of various tubes as a
function of a,b) inverse tube length, and c,d) inverse tube diameter. Panel-
s (a) and (c) show the scaling of the uncorrelated HF/AMT energy gap
(HOMO-LUMO). Panels (b) and (d) show scaling of the Eq; transition en-
ergy obtained with the CEO (TDHF/AM1) method, which incorporates es-
sential electron—hole interactions (excitonic effects). Experimental data for
the first optical transition from the literature [22,23] are given by the red
line in (c) for comparison. Overall, the calculated energy gaps reproduce
trends seen in measured energies well. The HF/AM1 level overestimates
experimental values by nearly 2 eV, which is attributed to the lack of elec-
tronic correlations. The CEO results coincide well with experimental data
with an accuracy of about 10-15 %.

© 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

SWCNTs studied on their electronic structures. The smooth
dependence of the energy gap on the reciprocals of the tube
length, roughly following a 1/L scaling law, assumes that the
terminated tube ends have saturated dangling bonds and do
not introduce their own electronic states to the tube gap even
in very short tubes. This can also be directly confirmed by plot-
ting the relevant HOMOs and LUMOs (not shown). Subse-
quently, the energy gap of the capped finite SWCNTSs asympto-
tically approach the infinite tube limit (Fig. 3a).

The dependence of the calculated HF energy gaps on a tube
diameter and its comparison with experimental data are shown
in Figure 3c. For uniform comparison, all calculated values are
shown for tubes with roughly the same length (6.5-7 nm). The
calculated dependence demonstrates a surprisingly good agree-
ment with experimental results. Mod-1 and mod-2 tube fa-
milies (defined as mod(n-m,3) =1 or 2, respectively, are clearly
distinguished by red-shifted energies of mod-2 tubes (7,6) and
(6,2). Thus, the qualitative behavior of both calculated and ex-
perimental energies versus tube diameter strongly coincide.
However, calculated HF energy gaps are uniformly shifted up
by about 2 eV compared to the experimental values for all con-
sidered SWCNTs. The over-estimation of the energy gap is a
common feature of the HF calculations and can be corrected
by the inclusion of electronic correlations (i.e., Coulomb inter-
action between excited electrons and holes). Calculated with
the CEO, correlated E;; optical transition energies at the
TDHF/AM1 level are red-shifted by nearly 2 eV compared to
the respective HF values; however, all scaling trends are pre-
served, as illustrated in Figure 3b and d. Compared to the cor-
responding experimental data, the CEO results exhibit a red-
shift up to 0.15 eV for the tubes with a diameter less than
1 nm. This red-shift originates from the AM1 Hamiltonian,
which also often underestimates energy gaps for polymers.[%]
In contrast, the tubes with diameters larger than 1 nm that
were considered show small blue-shifts of transition energies
from experimental values. This deviation grows with tube di-
ameter because the characteristic excitonic sizes enlarge with
diameter increase (see discussions below). Subsequently, the
tube end effects start to introduce quantum confinement along
the tube in the widest tubes (16,0), and (19,0), where computa-
tions are limited to relatively short segments (~7 nm in
length).

Finally, we discuss emerging size-scaling laws for calculated
energy gaps. There has been substantial effort in carbon-nano-
tube research to develop scaling relationships between tube di-
ameter and excitation energy (commonly used for Kataura
plots) well beyond the simple 1/D dependence. Modern empiri-
cal scaling laws accurately reproduce experimental data for a
broad range of tube diameters and account for chirality ef-
fects.>#7%4 Similar work was done in the conjugated-polymer
field to extrapolate the scaling of bandgap energies of finite
oligomers to the polymer limit.*>®3] However, an inverse ap-
proximate relationship 1/L between an energy and a length,
which may be rationalized with a free-electron model,''!! does
not recover a finite bandgap at infinite length. Indeed in Fig-
ure 3a, we observe that calculated energy gaps of the infinite-
length SWCNTs demonstrate saturation effects as the gap be-
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comes roughly constant at some large length. Instead of 1/L
dependence, more sophisticated relationships based on the in-
teracting oscillator models were introduced by Kuhn and ap-
plied to organic dyes."!'""*] This approach was later extended
within an exciton formalism.""*"*] In particular, the following
scaling relationship has been successfully used for conjugated-

polymer fitting in a recent review:(**!

n
AE=A,/1+B —_— 1
\/ + cos(N+1) (10)

Here N is the number of repeat units in the segment, and A
and B are fitting constants. We use Equation 10 to fit both cal-
culated uncorrelated and correlated gaps of narrow (4,2) and
relatively wide (14,0) tubes. The results, presented in Figure 4,
show a good fit for E1; gaps in short and long segments, as well
as the infinite tube limits, and clearly demonstrate deviation
from the 1/N relationship at long tube lengths.
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Figure 4. Kuhn fit of the calculated uncorrelated and correlated energy
gaps of (14,0) and (4,2) finite tubes using Equation 10 as a function of
a) an inverse number of repeat units and b) an inverse tube length. Devia-
tion from 1/N (1/L) relationship at long tube lengths is clearly seen.

3.2. Structure of Excitons

To study the Ey; and E,;, exciton structures, we calculate up
to 100 lowest singlet excited states for each SWCNT from
Table 1 at the ground-state (GS) optimal geometry. Ej; and
E,, states have characteristically strong oscillator strength,
which results in distinct peaks in the SWCNT’s linear absorp-
tion spectra probed by a variety of spectroscopic tech-

Adv. Funct. Mater. 2007, 17, 3405-3420
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niques.’??’ The contour plots presented in the first and sec-
ond column in Figure 5 represent the transition density
matrices between the ground and electronically excited Eq;
and E,, levels, respectively. These plots can be considered as
‘topographic’ maps that reflect how the single-electron reduced
density matrix changes upon molecular photoexcitation, as de-
scribed in Section 2.3.°%! In all color panels the axes corre-
spond to carbon atoms, whose coordinates are labeled along
the tube axis. Subsequently, these plots mostly reflect the distri-
bution of the excitonic wave function along the tube. In princi-
ple, transition density matrices contain the radial distribution

0.0
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Figure 5. Comparison of the first (Ey;) and second (E3;) excitonic transi-
tion densities at ground state (GS) and the lowest optically excited-state
(ES) optimal geometries for various tubes. The first and second columns
display two-dimensional contour plots of transition density matrices for
Eyy and Ej, excitons, respectively, as a function of electron (Y-axis, nm)
and hole (X-axis, nm) coordinates at GS geometry. The bottom row also
shows the third excitonic transition (Es3) calculated for a (9,4) tube, corre-
sponding to delocalized excitation. Transition density magnitude scales
from red (0) to violet (1) through the natural rainbow color sequence. The
third column shows the diagonal slice (Lp) of the Ejq transition density
matrix as a function of electron—hole pair position along a tube. Black and
red lines correspond to GS and ES geometries, respectively. Tubes with
larger diameter exhibit higher localization of the E;; exciton in the middle
of a tube (self-trapping) at ES geometries compared to the GS profile.
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of the excitonic wave function as well; however, these proper-
ties can not be visualized from the 2D color maps in Figure 5,
which reflect a rather averaged description.

The matrix diagonal elements (Lp direction) characterize
the distribution of an excitonic wave function over the length
of the tube. The relevant cross sections along the diagonal Lp
are shown in the right column in Figure 5, which compares lo-
calization of the exciton at the ground and excited-state geom-
etries. Figure 5 demonstrates that the center of mass of E;; and
E,, excitons is spread over the entire tube for all studied
SWCNTs. The amplitudes vanish at the tube ends, which re-
flects excitonic scattering (reflection) at the ends.® Such exci-
ton delocalization patterns are identical to that observed in
conjugated polymers.>>¥% There are a few other similarities
between excitonic features in these molecular systems. For ex-
ample, Lp plots for all studied tubes have periodically repeat-
ing peaks in the electronic density due to photoexcitation. The
chiralities of SWCNTs determine the shape and the period of
these peaks. These periodic variations are a signature of the
spontaneous weak dimerization of the 7 electronic density.">”
Such effects are especially pronounced in the conjugated-poly-
mer case.!® The dimerization is very weak in the narrow tubes
(e.g., (8,0)) because of bonding strain and disruption of n-con-
jugation induced by the tube curvature. The peak amplitudes
increase in the medium-diameter tubes (e.g., (14,0)), reflecting
enhanced mobility of n electronic systems. However, subse-
quent reduction is expected because of smaller 1-c mixing and
vanishing Peierls dimerization in super-wide SWCNTSs and pla-
nar graphene sheets.!! These electronic phenomena have clear
vibrational signatures as well and lead to Peierls distortion,
which will be discussed in the next subsection.

Another important characteristic of the electronic excitation
is the exciton coherence size (maximal distance between elec-
tron and hole) given by the largest off-diagonal extent (Lc) of
the non-zero matrix area. The Lc cross section of the transition
density (Fig. 5) represents the probability distribution of an
electron coordinate, when the position of a hole is fixed in the
middle of a tube surface. Such representation is typically used
to describe excitonic delocalization.*>** Contour plots in Fig-
ure 5 show that L is finite for both E;; and E,, excitations for
all tubes. This corresponds to the tightly bound singlet excitons,
with Lc being 3-5 nm (depending on the tube diameter, see
discussion below). Other excitons are present in SWCNTs as
well. For example, triplet excitations recently calculated by the
TD-DFT approach™! are even stronger bound excitons with an
Lc size of about 1 nm; these excitaitons are 0.2-0.3 eV below
their singlet counterparts. Different types of singlet excitations,
appearing in the nonlinear®** and two-photon[32’33] absorp-
tion region for SWCNTSs, are weakly bound excitons.**l Such
excitations are typical and have been extensively studied in
many other 1D materials, such as conjugated poly-
mers.?**8385] The E5; state calculated for the (9,4) tube (bot-
tom right panel in Fig. 5) is nearly uniformly delocalized over
the entire tube, with an L¢ size comparable to the tube length.
This corresponds to either an unbound or weakly bound exci-
tonic state.”* The interpretation of E33 being a delocalized ex-
citation, unlike bound Ej; and Ej, states, agrees with experi-

© 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

mental results and shows that E53 and E,4 optical transitions
exhibit different diameter scaling compared to that of £y, and
E»."Y However, this contradicts the previous theoretical stud-
ies based on the GW approximation,® where Ey, E»,, and Ex3
levels are all tightly bound excitons. Such a discrepancy may
point to important electronic structural features of SWCNTs,
such as mixing and various non-Condon interactions between
E5; states and the continuum of the lower lying Ey; and Ex
bands. Our calculations estimate less than 0.001 eV separation
in the density of states at the E3; level, attributed to other mo-
lecular states, compared to about 0.02 eV separation at the E,,
level. Subsequently any small perturbation (e.g., temperature
or dielectric inhomogeneity and disorder) may result in inter-
actions and superpositions of delocalized and localized states
in experimental samples. In finite tube calculations these per-
turbations come naturally from the end effects and imperfect
optimal geometries, whereas the wavevector k allows for sepa-
ration of ‘pure’ excitonic bands in the calculations with im-
posed periodic boundary conditions. We note that such non-
Condon phenomena were recently observed at E,, level in
SWCNTs P16647]

Finally we discuss scaling of the exciton size L with the tube
diameter. A recent study, which utilized a tight-binding method
parameterized by ab initio (GW/LDA) results, proposes a sim-
ple scaling relation for L, having a leading dependence on di-
ameter D with chirality corrections.!''®! These calculations de-
fine exciton sizes as a Gaussian width of the exciton wave
function | v | 2 along the tube axis, and obtain the L¢ extent of
Eq; in the range of 1-2 nm.'""®! In another model calculation,
the exciton size L was prescribed to the root mean square
(rms) distance between electron and hole.*!! Obviously L can
be quite arbitrary and subjectively defined as the exciton wave
function span along the tube axis. We suggest that a more prac-
tical definition of Lc, in conjunction with experimental condi-
tions, should include the ‘full’ extent of the wave function. We
recall that in other 1D systems, such as conjugated polymers, a
saturation of physical observables (e.g., transition energies and
polarizabilities) is developed when the system becomes larger
than the exciton size L¢. This constitutes the fundamental tran-
sition from quantum confinement to ‘bulk’ regime,[59’81'83’117]
which occurs well beyond L sizes defined as the half-width of
the distribution. In our simulations we fitted the Lc cross sec-
tion of the Ey; transition density matrices (Fig. 5), which corre-
sponds to the excitonic wave function | v E along the tube axis,
by a Lorentzian function (an example of the fit is shown in the
inset in Fig. 6). The L¢ exciton size is further approximated by
the width of a Lorentzian function at one tenth of its maximum
amplitude. The resulting dependence of calculated L on the
tube diameter (Fig. 6) spans a 2-5 nm range. Overall the curve
roughly follows the previously observed ~ D dependence (due
to better m-electron conjugation in wider SWCNTSs), except for
the very narrow (4,2) tube. Our absolute L magnitudes signifi-
cantly overestimate previous calculations,''! because of the
different definitions discussed above, but correlate well with
commonly accepted values of about 2-3 nm determined for
conjugated polymers.[81’83] The vibrational relaxation leading to
ES geometries (discussed in the next subsection) results in a

Adv. Funct. Mater. 2007, 17, 3405-3420



S. Kilina and S. Tretiak/Semiconducting Carbon Nanotubes

4.8 L—=— Ground state
—e— Excited state

w
©
T

@
(o))
T

E11 exciton size, nm
W W
o w

I
3

Normalized amplitude

o
- o
i

0.4 0.6 0.8 1.0 1.2 1.4
Diameter, nm

Figure 6. Comparison of calculated Ejq exciton size at GS (black line) and
ES (red line) geometries for various tubes. The inset shows an example of
the Lc slice of the transition density matrix of an (8,6) tube as a function
of electron coordinate, when the hole is fixed in the middle of a tube (black
line). The red line stands for the averaged transition density over the ra-
dius; the green line shows the corresponding Lorentzian fitting. The exci-
ton size (maximal distance between an electron and a hole) is defined as
the width of the Lorentzian fit at 0.1 of its height, which approximately cor-
responds to a 90 % drop of the excitonic wave function. The size of an ex-
citon increases with tube diameter. The exciton size is slightly larger at the
ES geometry for wide tubes, where vibrational relaxation leads to the
smoother surface.

slight increase of the exciton size in large tubes (compare black
and red lines in Fig. 6). In narrow tubes, this effect disappears
and the exciton size stays almost unchanged upon relaxation of
the photoexcitation.

3.3. Photoexcited Vibronic Dynamics and Relaxation

As expected, electron—phonon coupling leads to different
optimal geometries of ground and excited states. Figure 7
shows a comparison of GS and ES structures calculated for zig-
zag nanotubes by presenting the changes of a tube radius ver-
sus its azimuthal angle. Each data point in Figure 7 corre-
sponds to the position of a carbon atom along a cross section
perpendicular to the tube axis and taken in the middle of a
tube to reduce possible edge effects of finite SWCNTSs. For all
studied zigzag tubes, we observe two main maxima and minima
in the radius dependence on the angle. This indicates a slightly
elliptical shape of the cross section for both GS and ES geome-
tries, deviating from a perfect cylindrical geometry. We also
note that chiral SWCNTs do not show such elliptical aberra-
tions at both GS and ES geometries (not shown). An important
feature of the GS geometry is the corrugation of the tube sur-
face,*! which appears as sharp peaks in the radial dependence
in Figure 7. Such surface corrugation in the GS geometry ob-
viously makes some bonds shorter and some bonds longer in
the hexagonal cell, which, in turn, reflects the related variations
of the electronic density shown in the right column in Figure 5.
Similar to zigzag tubes, chiral SWCNTs also have a distorted
GS geometry.[ss] Because of the rigid structure, the respective
nanotube bond-length alternation is about 0.01-0.02 A, which

Adv. Funct. Mater. 2007, 17, 3405-3420
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Figure 7. Variation of tube radius as a function of azimuthal angle for GS
(squares, black line) and ES (circles, red line) geometries of various zigzag
tubes. The GS geometry is corrugated for all considered tubes, while the
ES geometry exhibits a smoother surface shape and, thus, decreased Pier-
els distortion.

is at least ten times smaller than that in conjugated polymers.
This geometric distortion, caused by interactions of the m—c-
electron system because of curvature, has many common fea-
tures with the effect of spontaneous symmetry breaking, also
known as Peierls distortion. The latter phenomenon is attribut-
ed to the instability of the Fermi energy states in quasi-one-di-
mensional metals. In half-filled-zone materials, the instability is
removed by electron—phonon interactions, leading to gap open-
ing at the Fermi level (metal-semiconductor transition) and in-
duced by the folding of the Brillouin zone and related doubling
of the real-space lattice period.""®! Conjugated polymers pro-
vide an example of such a transition, with a gap opening of
about 2 eV.”¥ Pejerls distortion has been extensively studied
in metallic nanotubes.'>**"*119-12 T contrast to polymers, the
produced bandgap in metallic nanotubes is smaller than the en-
ergy of thermal fluctuations. In a previous study,® we consid-
ered semiconductor SWCNTs and found that their surface ex-
periences corrugation, fully analogous to the lattice period
doubling. As this spontaneous symmetry breaking is associated
with the electron—phonon interaction, we refer to it as Peierls
distortion. However, this phenomenon cannot be considered as
a metal-semiconductor transition.

In the ES geometry, the nanotube surface becomes locally
less distorted. That is reflected by a smoother radial depen-
dence on the angle (red lines in Fig. 7). Figure 8 shows the dif-
ference between the radial distance of carbon atoms along the
tube length in the ground and excited geometries for both zig-
zag and chiral SWCNTSs. The periodic oscillations reflect the
decrease of Peierls distortions upon relaxation of photoexcita-
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Figure 8. Change of the radius AR=Rgs—Rgs with carbon coordinate
along the tube Z-axis for various tubes. Chiral and zigzag tubes are shown
in the first and second columns, respectively. Tube diameters increase
from the top panels to the bottom ones. Wider tubes have a larger differ-
ence between GS and ES geometries because of substantial excitonic re-
laxation, which leads to self-trapping of the exciton (shown in Fig. 5).

tion. The largest geometric changes develop in the middle of
the tubes. Overall, zigzag tubes show larger structural relaxa-
tion in the ES than chiral SWCNTs (compare left and right col-
umns Fig. 8) in agreement with previous work.”s! This vibra-
tional relaxation vanishes in the limit of very narrow tubes®!
because of disruption of m-conjugation and curvature-induced
strain. The radial difference in Figure 8 shows that vibronic re-
laxation increases and reaches a maximum for tubes with diam-
eters of about 1 nm. For tubes that are wider than 1 nm, the ra-
dial difference becomes smaller (compare (16,0) and (14,0)
tubes in Fig. 8) and approaches zero in the limit of infinitely
wide tubes. This shows the vanishing effect of tube curvature,
leading to the GS geometry distortion and related excited-state
vibronic relaxation.

The average diameter change upon E;; exciton relaxation
leads either to slight tube buckling, mostly for the mod-1 tube
family, or narrowing, for mod-2 tubes. This situation inverses
for the E,, exciton case.”*!l The average diameter change is,
however, small compared to the bond-length changes.[ssl Sub-
sequently, the RBM has smaller electron—phonon coupling

© 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

compared to that of the longitudinal G-mode. Typical calcu-
lated dimensionless displacements along the E;; potential ener-
gy surface for RBM and G-modes are 0.1-0.15 and 0.3-0.6, re-
spectively, for SWCNTs with a diameter of approximately
1 nm (detailed studies of which have been published re-
cently!**%87ly Such values correspond to a weak electron—pho-
non coupling regime compared to most molecular materials.
Nevertheless, local distortions of the tube surface during vi-
bronic relaxation (Fig. 8) lead to experimentally detectable co-
herent phonon dynamics and anharmonic coupling between
the RBM and G-mode, which appears in the excited-state
potential [

The lattice distortions in the middle of the tube (Fig. 8) re-
sult in the localization of the E;; exciton in the center of the
molecule (compare black and red lines in the right column in
Fig. 5), known as exciton self trapping in SWCNTs and con-
jugated polymers.[gsl This can be clearly seen in both chiral®!
and, in particular, zigzag tubes with diameters around 1 nm
(e.g., (14,0) demonstrate the largest excitonic localization near
the center, as shown in Fig. 8). Subsequently, the related diago-
nal Lp size reduces upon vibrational cooling. In contrast, be-
cause of a smoother potential in the absence of Peierls distor-
tions, the L size slightly increases in the ES geometries
(Fig. 6).

To characterize the effects of electron—phonon coupling on
the electronic degrees of freedom, we further analyze the
Stokes shift (defined as a difference between vertical transition
energies at GS and ES geometries) and the energy change of
the Ey; excited state upon vibrational relaxation. Figures 9 and
10 show calculated values of these quantities as a function of
tube length and diameter, respectively. The greater the ES ge-
ometries deviate from the equilibrium GS structure, the strong-
er the energy changes are, as observed in Figures 9 and 10. The
shorter tubes exhibit stronger vibrational relaxation effects
(Fig. 9). This is expected because molecular systems in a quan-
tum confinement regime usually undergo larger change of the
wave function upon electronic excitation, and, subsequently,
stronger vibronic effects (such trends in conjugated oligomers
were explored in the literature[gs]). When tubes are much long-
er than the corresponding exciton size Lc, both Stokes shift
and vibrational relaxation energies show noticeable conver-
gence to a relatively low value, comparable with thermal
energy. Both quantities converge roughly as 1/L with devia-
tions at large tube lengths. Such convergence is similar to what
we observe for energy gap scaling (Fig. 3), and usage of fitting
formulae, like Equation 10, may be necessary for extrapolation
to the limiting values. Unfortunately, excited-state relaxation
in long tubes wider than 1 nm diameter was not calculated
because of the large numerical expense of the deployed
method.

Unlike generally observed 1/L or 1/D trends, the dependence
of the Stokes shift and vibrational relaxation on tube diameter,
as presented in Figure 10, is strongly nonlinear. Such depen-
dence matches the above-mentioned concept of diameter-de-
pendent rigidity. The narrowest tube (4,2), with a diameter
comparable to the phenyl ring size, does not show any vibra-
tional effects caused by disrupted n-conjugation and consider-
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Figure 9. Variation of calculated electron-phonon coupling with a,c) in-
verse tube length and b,d) tube length. The Stokes shift and excited-state
vibrational relaxation are shown in panels (a,b) and (c,d), respectively.

able bonding system strain, which does not allow carbon atoms
to move upon optical excitation. Slightly larger tubes, such as
(6,2), (8,0), and (6,5), have very small relaxations. Tubes with
diameters of about 1 nm are less rigid, have better n-electron
mobility, and, consequently, show 50-200 meV Stokes shifts
and 30-90 meV excited-state relaxation. Such effects are de-
tectable in the absorption/emission profiles of SWCNTSs. In
particular, even though the main transition in the spectra
corresponds to the 0-0 line, weak vibrational replica (particu-
larly G-mode) are clearly seen,**! which amounts to the
‘spectral weight transfer’ of about 10% to electron—phonon
lines, [43:46.53.55]

Finally, we note that Stokes shifts are usually defined in ex-
periments as the spectral shift between absorption and emis-
sion maxima. In molecular systems with large vibrational cou-
pling and displacements this roughly coincides with the
difference between the vertical transition energies at GS and
ES geometries, which is identical to the computational defini-
tion of Stokes shift. Comparison of experimental and calcu-
lated Stokes shifts in SWCNTs is, however, not straightfor-
ward. Because of relatively small vibrational effects, the main
transition in the spectra of SWCNTs corresponds to the 0-0
line; consequently, very small shifts are observed between the
maxima of absorption and emission profiles. These shifts in the
0-0 line are related to the environmental relaxation and possi-
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ble exciton transport along the tube. However, these quantities
do not reflect the internal vibrational relaxation of the tube,
which is the origin of fairly substantial computed Stokes shifts
(see Figs. 9 and 10). Subsequently, to compare calculations and
experimental measurements, shifts of the center of mass of ab-
sorption and emission profiles (including complete vibrational
progressions) need to be evaluated. These should provide ex-
perimental estimates and comparisons of internal vibrational
relaxation and environmental relaxation in SWCNTSs. This will
be the subject of future studies.

4. Conclusions

Investigations of the electronic structure and spectroscopic
properties of SWCNTs are of primary importance for success-
ful development of novel electronic and photonic devices
based on SWCNTs, as well as for ongoing global progress in
nanoscience and nanotechnology. The recent realization of the
significance of electron-electron interactions and electron—
phonon coupling in SWCNTs immediately emphasized the use-
fulness of modern numerically expensive quantum-chemical
calculations,>* compared to model-type analytical approach-
es!!l In addition to the solid-state-based approaches that as-
sume homogeneous/ordered infinite SWCNTs,**#?! finite-size
calculations have addressed many important aspects of nano-
tube photophysics.[34’40’49’55’80’84] The latter approach is legiti-
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mate if the lengths of the considered tube segments are larger
than the corresponding diameter and the exciton size Lc.

Our reported ESMD simulations of finite SWCNTSs provide
important details of photoinduced dynamics, which were not
accessible previously. In addition to the optimal geometries
and single-point electronic structure, which are available from
traditional simulations, our approach directly explores excited-
state vibrational relaxation and exciton—phonon coupling, ac-
counting for curvature effects and related c—m interactions.
Good agreement with experimental data is achieved for ener-
gies of excitonic transitions (e.g., Fig. 3 and the literature[ssl),
electron—phonon coupling constants,®! and time-resolved ex-
perimental data.*’! The fundamental effects, such as tightly
bound and unbound excitons,” Peierls-like distortions,>™ and
exciton self-trapping,*®, ! are found to be important features
of the excited-state structure in SWCNTs. Substantial excited-
state displacements and Huang—Rhys factors/®®¢7! computed in
the tubes with ~1 nm diameter result in the noticeable Stokes
shifts and vibrational relaxation energies, which can be exam-
ined experimentally.®*”) Qur calculations quantitatively ex-
plore the scaling dependence of excitonic and vibrational prop-
erties of SWCNTSs on their diameters, lengths, and chiralities.
In particular, the explored length dependence, besides being a
tool for extrapolating data to the limiting values, may have
broader physical content.

Solid-state approaches, assuming uniform infinite tube
lengths, characterize excitons that have a coherence length L,
that is, by spatial separation between photoexcited electron
and hole. Molecular-type finite-size calculations necessarily in-
troduce the L, size, which is related to the position of the cen-
ter of mass of the exciton along the tube. On the ideal infinite
tubes, of course, this quantity should have a trivial uniform dis-
tribution. However, in the experimental samples the tubes are
subject to a dielectric environment, solvent-induced disorder,
local defects, chemical functionalizations, intertube interac-
tions, and so on. All these effects can lead to the spatial locali-
zation of the exciton (e.g., Anderson-type localization). Such
phenomena are difficult to model using the infinite-tube ap-
proach with imposed periodic boundary conditions. In contrast,
all these perturbations and inhomogeneities are routinely ac-
cessible within molecular approaches dealing with finite-tube
segments.

Intelligent manipulation of nanotube ensembles and their as-
sembly into functional devices, which make use of the emer-
gent properties of the SWCNTs, are aims of current technolog-
ical and synthetic work. Understanding the role of possible
defects, disorder effects, and intertube interactions present the-
oretical challenges, where the molecular-type approaches could
make significant contributions in future studies.
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