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E
lectron�phonon scattering plays key
roles in the majority of processes
taking place in semiconductor quan-

tum dots (QDs), and other nanoscale and
condensed phase materials. Most energy
conversion processes (e.g., light-to-electric)
compete with energy losses to heat that
occur via inelastic electron�phonon relaxa-
tion.1�11 Elastic scattering leads to more
subtle effects, which nevertheless play
equally important roles. In particular, elastic
electron�phonon scattering randomizes
thephase of the electronicwave function, re-
sulting in loss of quantum coherence.12�15

Long-lived quantum coherences in biologi-
cal and nanoscale systems are currently in-
vestigated for their role in light-harvesting
function.16,17 Even short-lived coherences
are very important in quantum mechanics,
because quantum transitions can occur
only through a buildup of coherence. Rapid
decoherence greatly slows down quantum
dynamics, culminating in the quantum Zeno
effect;complete termination of transitions
in the limit of infinitely fast decoherence.18

Loss of quantum coherence due to elastic
electron�phonon scattering determines line
widths of optical transitions, via the time-
energy uncertainty relationship. In optics,
decoherence phenomena are known as
pure-dephasing.19,20 Pure-dephasing rates
determine the homogeneous contribution
to the luminescence line width, which can
be measured by a variety of spectroscopic
probes.21

Both elastic and inelastic electron�
phonon interactions are particularly im-
portant for solar energy harvesting. Here,
achieving the highest photon-to-current
conversion efficiency is paramount. How-
ever, the efficiency is limited by electron�
phonon relaxation, resulting in the well-
known Shockley-Queisser efficiency limit
of 32%.22 The remaining 68% of energy is
either not absorbed or lost as heat. By
slowing down electron-vibrational relaxa-
tion, one can attempt to extract hot excitons
or charges8,20,23,24 thus reducing energy
losses. Even more intriguing is the pos-
sibility of using the excess energy to create
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ABSTRACT It is well-known experimentally and theoretically that surface ligands provide additional

pathways for energy relaxation in colloidal semiconductor quantum dots (QDs). They increase the rate of

inelastic charge-phonon scattering and provide trap sites for the charges. We show that, surprisingly, ligands

have the opposite effect on elastic electron�phonon scattering. Our simulations demonstrate that elastic

scattering slows down in CdSe QDs passivated with ligands compared to that in bare QDs. As a result, the pure-

dephasing time is increased, and the homogeneous luminescence line width is decreased in the presence of

ligands. The lifetime of quantum superpositions of single and multiple excitons increases as well, providing

favorable conditions for multiple excitons generation (MEG). Ligands reduce the pure-dephasing rates by

decreasing phonon-induced fluctuations of the electronic energy levels. Surface atoms are most mobile in QDs,

and therefore, they contribute greatly to the electronic energy fluctuations. The mobility is reduced by interaction with ligands. A simple analytical model

suggests that the differences between the bare and passivated QDs persist for up to 5 nm diameters. Both low-frequency acoustic and high-frequency

optical phonons participate in the dephasing processes in bare QDs, while low-frequency acoustic modes dominate in passivated QDs. The theoretical

predictions regarding the pure-dephasing time, luminescence line width, and MEG can be verified experimentally by studying QDs with different surface

passivation.
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additional excitons via the process known as multiple
exciton generation (MEG), observed in different types
of QDs, including CdSe,25 PbSe,26,27 PbS,28,29 Si,30 InAs,7

etc. Utilization of MEG raises the efficiency limit from
32% to 44%.31

A similar phenomenon, known as singlet fission (SF),
transpires in molecular systems.32�35 MEG occurs due
to Coulomb coupling between singly and multiply
excited states. The latter superpositions decohere (or
dephase) due to elastic electron�phonon scattering.
Thus, electron�phonon interactions influence MEG in
a dual way. First, MEG competes with energy losses
incurred as a result of inelastic electron�phonon
scattering.36 Second, the efficiency of MEG depends
on the lifetime of coherent superpositions of single and
multiple excitons, which is determined by elastic
electron�phonon scattering.13,37,38 As such, inelastic
scattering lowers MEG efficiency due to rapid energy
losses to heat, while strong elastic scattering decreases
MEG efficiency by shortening lifetimes of coherent
superpositions of single and multiple excitons, as
exemplified by the quantum Zeno effect.18

The pioneering models describing the electronic
wave function of the QD as a product of Bloch func-
tions, capturing bulk properties, and an envelope
function represent solution for an electron with an
effective mass in a spherical well.39�43 While simple
EMA models are far from accurate and usually over-
emphasize the effects of quantum confinement by a
large amount, EMA calculations do get better when
multiple bands are included.44 However, realistic sam-
ples of colloidal QDs are more complex and exhibit
a variety of properties that can only be explained at the
atomistic level of description. In particular, surface
ligands have a strong influence on QD's photophysics.
They prevent interdot interactions and reduce unsatu-
rated valences on QD surfaces. Ligands also create
trap states that can capture photoexcited electrons or
holes, for instance, causing QDs to blink.45,46 Since
ligands are composed of lighter atoms, which have
more conformational freedom, their vibrational modes
are much faster and may strongly couple to the
electronic degrees of freedom. Therefore, ligands can
greatly accelerate electron�phonon relaxation and
shorten lifetimes of electronic coherences.2,47 Our pre-
vious study of electron�phonon relaxation in bare and
passivated CdSe QDs showed that at excitation ener-
gies, 2.5 or more bandgaps (Eg), relevant for MEG, sur-
face ligands accelerated the relaxation significantly.24

At these energies, electronic states of ligands mix with
QD states and effectively increase electron�phonon
coupling. Analytic arguments demonstrate that the
ligand effect persists even in QDs as large as 10 nm
in diameter.
In this work we show, quite surprisingly, that QD

ligands decrease the rate of elastic electron�phonon
scattering, even though the inelastic scattering is

accelerated in the same QDs. The difference arises for
several reasons. First, electron�phonon relaxation at
energies of 2.5Eg and above involves dense electronic
states, which have significant ligand contributions. In
contrast, the QD states forming quantum superposi-
tion that dephase due to elastic electron�phonon
scattering have much less or no ligand contributions.
In particular, optically allowed high energy singly
excited states are mostly localized in the quantum
dot core. Moreover, the multiply excited electronic
states involved in MEG and composed by orbitals from
the edges of the valence and conduction bands are
also localized entirely inside QDs. Single excitons gen-
erated by light at high energies are localized inside
QD cores due to optical selection rules.24 In contrast,
electron�phonon coupling obeys different selection
rules, and high energy orbitals involved in nonradiative
relaxationhave significant ligandcontributions.24 Second,
even though ligands provide a small contribution to
the electronic density of the states near the bandgap,
they strongly influence the energy fluctuation of such
states. Specifically, ligands reduce mobility of QD sur-
face atoms, which become stiffer with extra bonding
and effectively heavier with attached ligands. Third,
the electron�phonon couplings involved in inelastic
and elastic scattering are not the same. The popula-
tions of electronic states are preserved during elastic
scattering, and the electron�phonon coupling is adia-
batic. In contrast, relaxation (or internal conversion)
involves nonadiabatic coupling. Our simulations show
that both low-frequency acoustic and high-frequency
optical phonons facilitate pure-dephasing in bare QDs,
while mostly low-frequency acoustic modes domi-
nate in passivated QDs. An analytical model allows
us to extrapolate the atomistic simulation results to
larger QDs. It shows that the differences in the elastic
electron�phonon scattering persist between bare and
passivated QDs up to 5 nm in diameter. Notably, the
differences in the inelastic scattering were significant
in QDs with diameters up to 10 nm as shown in earlier
work.24 The ligand effect is more persistent with
inelastic scattering due to direct involvement of li-
gands via electronic state delocalization. Our predicted
differences in the pure-dephasing rates for bare and
passivated QDs can be verified with photon�echo,
luminescence line width, MEG yield, and related ex-
periments on QDs with different surface passivation,
involving bareQDs, various organic and inorganic ionic
ligands, and core/shell structures.

RESULTS AND DISCUSSION

Geometric Structure. The study focuses on the bare
and passivated Cd33Se33 QD of 1.3 nm in the diameter.
Previously, QDs of this size range were not readily
available for experiments due to challenging synthetic
approaches. However, this situation is changing rapidly
with the recent advances in the stable synthetic routes
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for such nanoclusters.48,49 The Cd33Se33 and Cd34 Se34
clusters have been observed is mass spectroscopy
experiments showing to be extremely stable,50 while
also exhibiting remarkable optical properties.48 Cd33Se33
is the smallest cluster that preserves crystalline structure
of the bulk.51,52 Clusters of this size are regularly
obtained in colloidal solutions. These findings make
Cd33Se33 an ideal candidate for modeling electronic
and vibrational properties.

Mimicking most common QD passivations, we dis-
tributed evenly either nine phosphine oxides (�OPMe3)
or nine primary amines (�NH2Me3) on the Cd33Se33
surface. The structures of the bare and two passivated
systems were described in details in our previous
work.24,52,53 Both types of ligandswere carefully bound
to the unsaturated surface Cd atoms, in agreementwith
the XPS experiments.54 The experiments have shown
that ligands such as trioctylphosphine oxide, thiophenol,
R-toluenethiol, and p-hydroxythiophophenol bindmuch
more strongly to Cd atoms than to Se atoms. Nine sur-
face ligands passivate all two-coordinated Cd atoms in
the current system. One can also consider passivation
of all two- and three-coordinated Cd atoms. This requires
21 ligands. Addition of ligands greatly increases the
computational effort. In particular, conformational flex-
ibility of ligands demands longer trajectories for proper

statistical sampling. Our previous studies have shown
that the ligand effect on the optical response is quali-
tatively similar for partial passivation of the most
reactive sites Cd (2-coordinated Cd) and full surface
passivation.52 The effect observed with 9 ligands in the
present work should only become stronger with 21
ligands, and therefore, the results obtained with nine
ligands properly characterize the observed effect.

Snapshots of the three model nanoclusters ther-
malized at 300 K are shown in Figure 1. All systems
undergo surface reconstruction. The bond distances in
the nanocrystals are different from those in CdSe bulk;
nevertheless, the bulk-like binding topology is pre-
served. This is typical for nanocrystals, in which high
surface-to-volume ratio signifies the role of surface
atoms. It should be emphasized that the ligands do
not change the overall shape and Cd�Se bonding
pattern of the QD. The structure of the bare Cd33Se33
cluster is similar to the structures of the passivated
clusters, indicating that the differences in the elastic
electron�phonon scattering reported below arise due
to ligands rather than passivation induced structural
reconstruction of the CdSe core.

Electronic Structure. Figure 2 describes the pure-
dephasing processes studied in this work. It shows the
electronic states involved in the coherent superpositions

Figure 1. Structural snapshots of the bare and passivated QDs taken from the molecular dynamics trajectories at 300 K.
(a) Cd33Se33; (b) Cd33Se33 þ 9OPMe3; (c) Cd33Se33 þ 9NH2Me.

Figure 2. Illustration of the pure-dephasing processes considered here. Luminescence involves dephasing of the super-
position between the first excited state and the ground state. MEG involves dephasing between single andmultiple excitons,
such as a double bandgap exciton and a biexciton (2Eg/biexc), a triple bandgap exciton and triexciton (3Eg/triexc), or a triple
bandgap exciton and biexciton (3Eg/biexc). Various types of orbital excitations at a given energy (2, 2.5, and 3Eg), both
symmetric and asymmetric, are considered here. We computed the oscillator strength for each excitation and selected pairs
of orbitals with the strongest oscillator strength. Symmetric excitation is typical of Pb salts, while it is asymmetric in CdSe.
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that are formed during luminescence and MEG, and
that dephase by coupling to phonons. After dephas-
ing, the two states become uncorrelated and evolve
independently.13,37,55 The leftmost panel depicts the
ground and lowest excited states, which form a coher-
ent superposition during luminescence. The pure-
dephasing time for this pair determines the lumines-
cence line width, Γ ∼ 1/T2

* , which can be probed by
experiments. The other three plots in Figure 2 show
various pairs of states that can form quantum super-
positions during MEG. MEG can occur at different
energies and can involve superpositions of both iso-
energetic single and multiple excitons, and those
having different energies. We selected the electronic
orbitals forming coherent superpositions based on
their optical activity.24 Namely, we computed oscillator
strengths of transitions between different pairs of
orbitals at energies around 2, 2.5, and 3 times respec-
tive bandgaps, and selected the most optically active
transitions. At the energy of 2Eg, a bandgap biexciton
can make a coherent mixture with a 2Eg single exciton.
At 3Eg, a bandgap triexciton can be in a superposition
with a 3Eg single exciton. All these are iso-energetic
superpositions. At the total energy of 2.5Eg and 3Eg,
single exciton can form coherence with a biexction
formed by near bandgap states.

Figure 3 presents the spatial densities of the key
electronic orbitals involved in the pure-dephasing
processes considered here. Fluctuations of the ener-
gies of these orbitals during photodynamics determine
the dephasing rates. Shown are the HOMO, LUMO, and
typical orbitals forming optically active transitions

localized away Eg from the band gap. The last ones
form 3Eg single excitons. All orbitals are localized on
CdSe in both bare and passivated QDs. This applies
even to the high energy electron and hole orbitals that
are one bandgap away from the HOMO and LUMO.
According to ref 24, QD's core orbitals are most opti-
cally active for these nanostructures. The fact that both
OPMe3 and NH2Me3 ligands do not contribute sub-
stantially to the electronic density of the orbitals
suggests that they should have a limited influence on
the pure-dephasing processes. Surprisingly, this is not
the case, as we show below.

Autocorrelation and Dephasing Functions. The pure-
dephasing functions characterizing the luminescence
and MEG processes are computed using the optical
response formalism, as described in the Computational
Methodology section. The dephasing times can be
obtained by the second-order cumulant approxima-
tion or the directmethod.56 Bothmethods show similar
results, while the second-order cumulant approxima-
tion offersmore rapid convergence. The pure-dephasing
times obtained using the cumulant approximation are
reported in Figure 6.

The bare CdSe QD shows 3.7 fs homogeneous
dephasing time for luminescence, corresponding to
the 178 meV luminescence line width. The dephasing
times for the passivated QDs increase to 6.7 fs, corre-
sponding to the 99 meV line width. Quite unexpect-
edly, ligands slow down elastic electron�phonon
scattering. Similarly, the pure-dephasing process de-
stroying the superpositions of single and multiple
excitons slows down in the presence of ligands.

Figure 3. Charge densities of the four key electronic orbitals: orbital one-bandgap below HOMO, HOMO, LUMO and orbital
one-bandgap above LUMO.Most orbitals are localized on the CdSeQD, indicating that the ligands are not directly involved in
the electronic dynamics. All orbital density isosurfaces are set to the same value.
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Several groups reported luminescence data, focus-
ing on the effect of QD size, temperature, and ligands.
Extremely narrow line widths (5�8 meV) were dis-
covered by fluorescence line narrowing experiments
in homogeneous CdSe QDs at low temperature
(10�15 K).57�59 This narrow emission was attributed
to frozen phonon modes at low temperature and
homogeneous species. CdSeQDsampleswith abroader
distribution of sizes and excitation energies produced
luminescence with an ∼65 meV full width at half-
maximum.44,58 At room temperature, corresponding
to the temperature in our simulation, S. K. Buratto60

observed 150meV line width in 4.1 nm hexadecylamine-
capped CdSe QD. Later, M. R. Salvador et al.61 used
the three-pulse echo peak shift method to quantify
both homogeneous broadening caused by electron�
phonon coupling, and inhomogeneous broadening
arising from size distribution. The homogeneous line
width was identified as 100 meV, compared to the
80 meV inhomogeneous line width. The most direct
comparison between our calculation and experiment
comes from the optical absorption measurements
performed on CdSe clusters of the same size as in
our calculation,50 showing the line width of 147 meV.
Our results on the bare (178 meV) and passivated
(99 meV) CdSe QDs agree quite well with this experi-
mental homogeneous broadening. Other three-pulse
echo experiments62 have indicated no significant dif-
ference in the line width data between phosphine
oxide and amine capping ligands, agreeing with our
calculations that show insignificant dependence of
pure dephasing times on the ligand type.

The dephasing times (see Figure 6) defining the
luminescence line width are substantially longer than
those for MEGs. Similar theoretical predictions have
been made for other types of QDs, such as PbSe38 and
Si.13,55 This variance is attributed to significant differ-
ences in the electronic density distributions of the
“hot” orbitals taking part in the MEG process, com-
pared to those of the HOMO and LUMO involved in
luminescence. For instance, LUMO has only one extra
node than HOMO, while the orbitals composing high
energy excitons involved in MEG and residing many
orbitals away from the HOMO and LUMO have sig-
nificantly different numbers of nodes. Generally, biex-
citons create more perturbation toward the vibrational
lattice and, therefore, couple to phonons more strongly
than single excitons.63

Ligands and surface defects greatly influence de-
phasing processes in many materials. Here, ligands
reduce the pure-dephasing rate. Our simulations of car-
bon nanotubes (CNT)37 and graphene nanoribbons64

have shown different dependence of dephasing in the
presence of structural defects. In particular, defects
introduce stronger coupling to local modes and accel-
erate dephasing in CNTs. In contrast, they slow down
pure-dephasing in graphene ribbons, because the

ribbons were able to relax the strain induced by the
defect. QD ligands saturate surface dangling bonds,
effectively removing defects and eliminating the strain
in theQD structure, similarly to graphene nanoribbons.

To gain further insights into the origin of the pure-
dephasing process in the bare and passivated QDs, we
examine the unnormalized autocorrelation functions
(ACFs) of the fluctuation in the electronic energy gaps.
Unnormalized ACF is a convenient tool for analyzing
time-domain repeating patterns in the signals. Under
the cumulant approximation, the dephasing function
is computed by integrating the unnormalized ACF,
eq 5. A larger area under the ACF, achieved with a
greater initial value and slower, smoother decay, favors
faster dephasing. Figure 4 gives the unnormalized
ACFs for all dephasing processes considered here.
The y-axis scales are notably different in these plots.
The scale is larger for MEG than that for luminescence.
Also, the higher the energy of the states involved in
MEG, the larger the scale (e.g., contrast 2Eg vs 3Eg,
biexciton vs triexciton). Comparing bare and passiv-
ated QDs, we observe that the ACFs of the bare dots
have larger initial values, while at the same time
showingmore oscillations between positive and nega-
tive regions. These two factors have opposite influence
on the area under the ACF. Overall, the ACF amplitude
is more important than its oscillation. As shown in
Figure 3, ligands contribute little to the relevant molec-
ular orbitals. The unnormalized AFCs shown in Figure 4
rationalize the ligand role. Ligands suppress fluctua-
tions of the electronic energy levels by saturating
surface dangling and increasing the effective mass of
surface atoms.

The pure-dephasing functions obtained with the
second-order cumulant expansion, eq 5, are plotted in

Figure 4. Un-normalized autocorrelation functions, Cu(t)
in eq 2, of the phonon-induced fluctuations of the gaps
between the electronic energy levels involved in the lumi-
nescence and MEG processes of the bare CdSe QD (black
line), Cd33Se33þ 9OPMe3 (red line), and Cd33Se33þ 9NH2Me
(blue line). The initial values of the functions give the gap
fluctuation squared. The gap fluctuations are notably larger
for the bare QD than for the passivated QDs.
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Figure 5. Each plot represents one type of dephasing
process. The dephasing functions were fitted to Gaus-
sians, exp(�t2/2τ2), to obtain the dephasing times, τ,
shown in Figure 6.

Phonon Modes. The phonon modes that contribute
to the pure-dephasing processes are analyzed through
Fourier transforms (FT) of the ACFs.65�67 Shown in
Figure 7, the FTs indicate that many more modes
contribute to dephasing in bare Cd33Se33 compared
to that in passivated Cd33Se33. Several different low
frequency acoustic modes and high frequency optical
modes are involved in the dephasing processes in bare
Cd33Se33. In contrast, only one well-resolved peak at
the frequency around 50 cm�1 associated with acous-
tic phonons and another large peak around 200 cm�1

corresponding to the longitudinal-optical (LO) phonon
mode are responsible for dephasing in Cd33Se33 passiv-
ated with �OPMe3 or �NH2Me ligands. Note that
changes in the size and capping groups have no effects
on the LO frequency (207 cm�1) in CdSe nanocrystals,
as established experimentally.62 This fact correlates
well with our calculations. Participation of a much
broader range of phonons rationalizes the rapid de-
phasing processes in the bare Cd33Se33QD. The number

and positions of the peaks in the phonon influence
spectra are almost the same for luminescence and
MEG, indicating that the active phonon modes are
the same in these different dephasing processes.

Additional information regarding the role of ligands
in suppressing pure-dephasing is provided by the
radii of gyration of the atoms, which characterize
atommobility. Specifically, we computed the standard
deviation of the position of each atom i, σi = [Æ(rFi,t �
rFi,mean)

2æt]1/2. Here, rFi,t stands for the location of atom
i at time t, and the angular bracket indicates ensemble
averaging. A smaller standard deviation represents
smaller fluctuation of that atom. We divided the Cd
and Se atoms into core and surface subgroups based
on the coordination number. Only 4-coordinated Cd
and Se atoms are assigned to the core. Cd and Se
atoms, which are 2- and 3-coordinated prior to ligand
binding, are regarded as surface atoms. The standard
deviations are listed in Table 1. The results indicate that
the ligands significantly decrease the mobility of the
atoms at room temperature: The standard deviations
of both Cd and Se drop fromover 0.5 Å in bare Cd33Se33
to about 0.2 Å in both passivated QDs. As expected, the
core atoms move less than the surface atoms for all
considered nanostructures. The decrease in atomic

Figure 5. Pure-dephasing functions computed by the sec-
ond-order cumulant expansion, eq 5, for the bare CdSe QD
(black line), Cd33Se33 þ 9OPMe3 (red line), and Cd33Se33 þ
9NH2Me (blue line). The dephasing occurs faster in the
bare QD.

Figure 7. Spectral density calculated by Fourier transform,
eq 3, of the autocorrelation functions for the bare CdSe QD
(black line), Cd33Se33 þ 9OPMe3 (red line), and Cd33Se33 þ
9NH2Me (blue line). More phononmodes are involved in the
dynamics of the bare CdSe.

TABLE 1. Standard Deviations in the Positions (Radii of

Gyration) of Core andSurfaceCd andSeAtoms in theBare

and Passivated QDsa

all Cd surface Cd core Cd all Se surface Se core Se

CdSe QD 0.56 0.57 0.51 0.51 0.52 0.40
CdSe þ 9OPMe3 0.24 0.25 0.20 0.22 0.22 0.20
CdSe þ 9NH2Me 0.19 0.19 0.15 0.17 0.18 0.13

a The data characterize spatial fluctuation of the atoms. Atoms in the passivated QDs
move less than those in the bare CdSe, indicating that ligands help to stabilize the
QD structure. Core atoms move less than surface atoms (unit: Å).Figure 6. Pure-dephasing times for the luminescence and

MEG processes in the bare and passivated CdSe QDs.
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fluctuations in cappedQDs supports the fact that fewer
phonon modes contribute to the dephasing processes
in this case, Figure 7. As such, surface ligands stabilize
QD structure and suppress vibrations.

Extrapolation to Larger Size. To estimate the impor-
tance of the pure-dephasing suppression induced by
ligands to QDs of larger size, we build the following
simple model, which is similar to our earlier considera-
tion of the size-dependence of the relaxation pro-
cess.24 We separate the rate of the pure-dephasing
process into contribution from the QD core and the
ligands, Γ = Γc þ Γl. Here, Γ is the inverse of the pure-
dephasing time, and also has the meaning of the
homogeneous luminescence line width. The pure-
dephasing time of passivated CdSe QDs exhibits
1/D3.4 dependence on QD diameter D, according to
the data of Figure 9 in ref 68. In addition, the ligand
contribution to the rate should decrease according
to the surface-to-volume ratio S/V, where S ∼ D2 and
V ∼ D3. Thus, the scaling relationship for the ligand
contribution can bewritten asΓl =Γl,0(D/D0)

�4.4, where
Γl,0 and D0 are the ligand contribution to the dephas-
ing rate and the QD diameter at a reference state.

Figure 8 shows the results of our scaling analysis.
The experimental data68 on the size dependence of the
pure-dephasing rate in passivated CdSe QDs are

shown by open squares. Here, the QD diameters are
larger than those used in our simulation. The experi-
mental rate is greater than the calculated values, due to
contributions of solvent and defects, as discussed in
the original publication.68 The experimental data point
(cross) reported in ref 50 for the QD of the same size as
in our simulation is in good agreement with our data.
The experimental rate is higher than the value calcu-
lated for the passivated QDs, likely due to solvent-
induced pure-dephasing absent in the calculation, and
possibly due to some sample inhomogeneity and
defects present in experiment.

Overall, our simulations show that the ligands
decrease the pure-dephasing rate. We scale the calcu-
lated pure-dephasing rate of the passivated QDs
using the experimentally68 determined law, 1/D3.4 (red
and blue lines in Figure 8) and the ligand-induced
decrease by the law, 1/D4.4, accounting for the surface-
to-volume ratio (green line in Figure 8). Added to-
gether, these two curves produce the size-dependent
dephasing rate for the bare QD (dashed lines in
Figure 8). The plots show that ligands strongly affect
the pure-dephasing rate in small QDs. The ligand
contribution decreases gradually to reach about 10%
in 5 nm QDs (see Figure 8, inset). Comparing the out-
come of the above analysis of pure-dephasing with a
similar analysis of the electron�phonon relaxation,24

we conclude that overall, ligand contributions are
significant even in relatively large QDs. At the same
time, the influence of ligands on pure-dephasing is
somewhat weaker and has the opposite effect than on
nonradiative relaxation. The latter process occurs in a
stepwise fashion including electronic states that are
close in energy. Many of these states are hybridized
between the QD and ligands. On the other hand, pure-
dephasing involves pairs of high and low energy
orbitals, which are mainly localized on the QD and
have no ligand contribution. These “core” orbitals are
involved in the pure-dephasing, because they give
high oscillator strength for optical transitions. Addi-
tionally, the ligand effect on pure-dephasing is indirect,
via modification of the spatial fluctuations of surface
atoms.

CONCLUSIONS

In summary, this work examined computation-
ally phonon-induced pure-dephasing processes in
bare Cd33Se33 and Cd33Se33 capped with�OPMe3 or
�NH2Me ligands. The focuswas on the elastic electron�
phonon scattering that determines luminescence line
widths and lifetimes of superpositions of single and
multiple excitons formed during MEGs. Ligands slow
down pure-dephasing rates, decreasing luminescence
line widths and increasing the MEG superposition
lifetimes. The result is somewhat unexpected, since
the previous study of energy relaxation in the same
QDs showed ligand-induced acceleration of inelastic

Figure 8. Analysis of the size-dependent ligand-induced
reduction of the pure-dephasing rates for luminescence of
CdSeQDs. The insert highlights the large diameter data. The
black hollow squares are experimental data,68 showing
1/D3.4 dependence of the pure-dephasing rate on QD
diameter D. The rates are overestimated due to presence
of defects. The cross shows the experimental50 pure-
dephasing rate for Cd33Se33 used in the current simulation.
The filled square shows the pure-dephasing rate for bare
Cd33Se33 calculated here, while the triangles show the
calculated rates for passivated Cd33Se33. The circle repre-
sents the difference between the rates for the bare and
passivatedCd33Se33, defining the ligand-induced reduction.
The experimental68 1/D3.4 scaling obtained for passivated
QDs is used to extrapolate the calculated data for the
passivated Cd33Se33 to larger diameters. The ligand-
induced reduction is scaled by both 1/D3.4 and the sur-
face-to-volume ratio 1/D. The extrapolation for the bare
Cd33Se33 is obtained by combining the ligand-induced
reduction with the passivated QD data. The analysis shows
that ligands play an important role in QDs with diameters
up to 5 nm.
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electron�phonon scattering. The difference is rationa-
lized by the fact that ligands have no direct contri-
butions to the electronic densities of the optically
active states involved in the photogenerated singly
andmultiply excited state superpositions. Additionally,
ligands indirectly reduce fluctuations of the QD atoms
and, thus, increase coherence time. In contrast, the
higher-energy electronic states involved in the relaxation
are delocalized onto ligands, and therefore, the latter
effectively increase theelectron�phonon coupling in the
case of inelastic processes.
Our calculations of the pure-dephasing times that

determine luminescence line widths at 300 K give 4 fs
for bare Cd33Se33 and 7 fs for the passivatedQDs. These
values agree well with the experimentally available
line widths. The dephasing associated with MEG is
faster, because MEG involves biexcitons, which create
stronger electron�phonon coupling than excitons,
and because the orbitals supporting superpositions
of single andmultiple excitons during MEG differ more
significantly (e.g., in the number of nodes) than the
HOMO and LUMO involved in luminescence.
Phonon mode analysis indicates that a wide range

of both low-frequency acoustic and high-frequency

optical modes participate in the dephasing processes
in bare Cd33Se33, while many fewer modes with the
dominating contribution from low-frequency acoustic
phonons are active in the ligand passivated Cd33Se33
QDs. The ligands stabilize the Cd33Se33 core, largely
eliminating high-frequency vibrational motions. While
surface ligands do not couple to the charge dynamics
directly, they restrict motions of the QD atoms, thus
making the dephasing processes longer. Analysis of
displacements of the Cd and Se atoms located in
different parts of the QDs supports this conclusion
quantitatively. Ligands reduce the radii of gyration of
Cd and Se atoms by more than a factor of 2, with
surface atoms receiving a more significant reduction.
A simple analytic model of the size-dependence of

the ligand contribution to the pure-dephasing pro-
cesses shows that the ligand effect extends to QDs up
to 5 nm in diameter, in which case ligands reduce the
dephasing rate by 10%.
The predicted changes in the pure-dephasing times

and luminescence line widths can be tested experi-
mentally by investigation of QDs of different size and
surface passivation, including organic and inorganic
ligands, bare clusters, and core/shell structures.

COMPUTATIONAL METHODOLOGY

Optical Response, Pure-Dephasing Function. The phonon-induced
pure-dephasing times associated with the luminescence and
MEG processes are computed using the optical response func-
tion formalism.56 If we exclude inhomogeneous broadening
associated with a distribution of optically active species, the
homogeneous line width Γ is inversely proportional to the
dephasing time, T2, which includes the excited state lifetime,
T1 and the pure-dephasing time, T2

*.

Γ ¼ 1
T2

¼ 1
2T1

¼ 1
T�
2

(1)

For a sufficiently long lifetime, T1, which is common for near
bandgap excitations, Γ is determined solely by T2

*.69

Pure-dephasing is associated with fluctuations of electronic
energy levels due to coupling to either phonons or environment.
Sincewedonot consider any solvent around theQDs in thepresent
study, the dephasing is only caused by phonons of the QDs and
the ligands. The fluctuations are characterized by the energy gap
autocorrelation function (ACF). The normalized ACF is defined as

C(t) ¼ ÆΔE(t)ΔE(0)æ
ÆΔE2(0)æ

¼ Cu(t)
ÆΔE2(0)æ

(2)

where Cu(t) is the unnormalized ACF. The initial value of the
unnormalized ACF, Cu(0), gives the energy gap fluctuation
squared. The averaging is performed over the canonical en-
semble. The ACFs characterize the memory of the energy gap
fluctuation. A rapid decay of the ACFs implies fast pure-dephasing.
A large gap fluctuation, characterized by Cu(0), also leads to fast
pure-dephasing.

Fourier transform of the ACF produces the spectral density,

I(ω) ¼
����� 1ffiffiffiffiffiffi

2π
p

Z ¥

�¥
dte�iwtC(t)

�����
2

(3)

which identifies the phonon modes involved in the dephasing
process. The peaks of the spectra indicate the strength of the

electron�phonon coupling for the phonon modes of given
frequencies. Multiple frequencies present in the spectral density
usually lead to a rapid ACF decay.

The optical response function considered below charac-
terizes the pure-dephasing process for a pair of states entangled
in a coherent superposition. It can be obtained directly or via the
second-order cumulant expansion.56 The direct dephasing
function is computed as,

D(t) ¼ exp(iωt) exp � i

p

Z t

0
dτΔE(τ)

 !* +
(4)

The second-order cumulant expansion of eq 4 leads to

D(t) ¼ exp( � g(t)), g(t) ¼ 1

p2

Z t

0
dτ1

Z τ1

0
dτ2Cu(τ2) (5)

The cumulant expression indicates that dephasing is rapid if
the integrated Cu(t) is large. This is achieved when Cu(t) decays
slowly and does not change sign, andwhen its initial value Cu(0),
corresponding to the standard deviation in the energy gap, is
large. The cumulant function (eq 5) converges faster than the
direct expression (eq 4), because the latter involves averaging of
a complex-valued oscillatory function, whose real and imagi-
nary parts change signs.

Ab InitioMolecular Dynamics. The atomistic simulation reported
here were performed in the framework of density functional
theory implemented with the Vienna Ab initio Simulation
Package (VASP).70 The simulation protocol was the same as in
our earlier study.6,11,24,71 The generalized-gradient approxima-
tion (GGA) density functional of Perdew and Wang (PW91),72,73

coupled with the Vanderbilt pseudopotential,74 was employed.
Periodic cubic cells with 9 Å of vacuum around the QDs, and
converged plane wave basis set were used. After geometry
optimization by the conjugate-gradient algorithm, the QD
structures were heated to 300 K with repeated velocity rescal-
ing. Microcanonical molecular dynamics (MD) trajectories of
1�1.5 ps durationwere generated for each temperature and for
each system, using the Verlet algorithm with the 1 fs time step
relying on Hellman-Feynman forces. The optimization, heating
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and microcanonical MD showed no major changes in the
atomic and electronic structure, such as bond breaking or
fragmentation. The dephasing times for the luminescence
and MEG processes were computed based on the MD trajec-
tories using eqs 4 and 5. It is assumed that electron-vibrational
interaction depends weakly on explicit electron�hole Coulomb
interactions. Note that electron correlations effects are included
implicitly in theDFT functional. The influence of explicit electron�
hole interaction on electron-vibrational coupling is a higher order
effect and is weak. In particular, we carried out tests by com-
paring the results of Kohn�Sham and linear-response TDDFT
calculations with semiconductor QDs and other systems using
various DFT functional.52,53,65,75 The calculations showed that the
phonon-induced fluctuations in the electronic energy levels,
which characterize the strength of the electron-vibrational
coupling, are practically indistinguishable for the two methods,
with and without explicit electron�hole correlation.
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