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A previously developed algorithm to identify potential energy surface crossings involving interacting or
noninteracting states during nonadiabatic excited-state molecular dynamics simulations, allows the dia-
batic pathway to be followed through the crossing region so that there is no experienced change in the
states identity. In this Letter, we investigate the transition from interacting/delocalized states to nonin-
teracting/localized states in oligomers of poly-phenylene vinylene separated by varying distances. We
demonstrate that the appearance of trivial unavoided crossings during nonadiabatic dynamics leads to
artifacts in the state population analysis. Consequently, changes in the localization of the electronic tran-
sition density must be followed instead.

� 2013 Elsevier B.V. All rights reserved.
1. Introduction

Excited state molecular dynamics of any polyatomic molecular
system [1–3] is likely to experience multiple regions of potential
energy surface (PES) crossings within its excited state lifetime
[4]. Consequently, either weakly or strongly avoided crossings, as
well as unavoided crossings are common events during radiation-
less vibronic relaxation [5–10]. Conical intersections dominate
nonadiabatic nuclear dynamics on very short (femtosecond) time-
scales [4]. In extended polyatomic molecules, special cases of
unavoided crossings can also take place between two noninteract-
ing states occupying the same energy range while different moie-
ties are spatially separated and their wavefunctions have
vanishing interactions. In such cases, denoted as trivial unavoided
crossings, the nonadiabatic couplings behave as sharp peaks
strongly localized at the exact crossing points while vanishing else-
where. Here the wavepacket trajectory must cross the conical
intersection seam following the diabatic pathway of its parent
wavefunction along the respective adiabatic PES. Failure to follow
the correct pathway can lead to unphysical sudden changes in the
spatial localization of the current state [11].

Within the domain of small and medium sized molecules, at
least within some regions of phase space, intramolecular excited
states that are close in energy will commonly interact with one an-
other. As a consequence, these states mix and cross, their identities
temporarily change, and electronic population is transferred be-
tween them. Because of that, the use of energy ordering to identify
the states becomes useless and adiabatic state populations lose
their relevance. Instead, changes in the electronic transition den-
sity must be followed. Similar behavior can be expected between
electronic excited states belonging to similar molecules separated
by short intermolecular distances. Nevertheless, while states on
two different molecules or on two separate fragments within the
same molecule may be interacting at short separation distances,
they become noninteracting when the separation distance
increases.

In this Letter, we analyze the transition from interacting to non-
interacting states, which can lead to the appearance of trivial
unavoided crossings during dynamics. As was recently demon-
strated by our group, these crossings play a critical role in the
dynamics of organic conjugated polymers. For example, during en-
ergy transfer dynamics in PPV oligomers, torsional fluctuations can
cause excited state energy reordering [12]. Failure to detect such
crossings can lead to unphysical population transfer between elec-
tronic states and an apparently high efficiency of energy transfer
[11]. Here, we address artifacts observed when analyzing the pop-
ulations of adiabatic electronic excited states. These artifacts are
associated with the incidence of trivial unavoided crossings, and
we discuss how they vanish when the number of trivial unavoided
crossings during photoinduced dynamics decreases.
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2. Theoretical methodology

2.1. Nonadiabatic excited-state molecular dynamics

We have performed Nonadiabatic Excited-State Molecular
Dynamics (NA-ESMD) simulations [13] of the photoexcited
dynamics in the model system depicted in Figure 1A composed
of 3-ring and 4-ring poly-phenylene vinylene (PPV) oligomers.
The NA-ESMD formalism combines the fewest switches surface
hopping (FSSH) approach [14,15] with ‘‘on the fly’’ analytical cal-
culations of excited state energies [16,17], gradients [18], and
nonadiabatic coupling terms (NACTs) [13,19,20] in order to simu-
late photoinduced dynamics in large conjugated organic mole-
cules involving many coupled electronic excited states on time
scales of tens of picoseconds [21,22,2,23]. Correlated excited
states are described using the Collective Electronic Oscillator
(CEO) method [24–26] applied at the Austin Model 1 (AM1)
[27] level of theory in combination with a Configuration Interac-
tion Singles (CIS) formalism. At any given time, the nuclei are
evolved on a single adiabatic PES, and transitions between cou-
pled electronic states are possible depending on the nonadiabatic
coupling strength [28]. Although dielectric medium effects are
not explicitly included in the excited state calculations underlying
our MD simulations, a phenomenological description of solvent
effects is included in the nuclear propagation through the use
of constant-temperature Langevin dynamics algorithm [29] devel-
oped to be consistent with the velocity Verlet integration tech-
nique [30] incorporating frictional damping and a fluctuating
force following the fluctuation–dissipation theorem [31]. Details
of NA-ESMD implementation and limitations can be found in
our previous work [13,32].
Figure 1. (A) Chemical structure of 3-ring and 4-ring PPV segments connected by an alky
mass of the two segments. For larger separation distances, the alkyl chain is removed.
density of excited states (sticks). The arrow indicates the maximum excitation wavelengt
for the three lowest energy excited electronic states.
2.2. Min-Cost identification of unavoided crossings

We have recently developed a novel procedure to identify
crossing events by tracking the identities of states over time. Using
the so-called Min-Cost assignment algorithm, new states at the
current time step i can be assigned in terms of old states at the pre-
ceding time step (i � 1). The correspondence between states is
found at each time step based on maximizing the trace of the
square of the overlap matrix, S, whose elements are defined as

sabðt; t þ DtÞ � /bðr; RðtÞÞ � /aðr; Rðt þ DtÞÞ ð1Þ

where /a and /b are the adiabatic electronic state wavefunctions, r
and R represent electronic and nuclear coordinates, respectively,
and Dt is the classical time step used for NA-ESMD simulations. This
is done by selecting one element from each row, each pertaining to
a different column (or vice versa), from the matrix Sðt; t þ DtÞ such
that the sum of their squared values is maximized. If a maximum
overlap greater than an arbitrary threshold, slim, is identified, then
the states are reassigned by interchanging their populations and
cancelling their couplings without evaluating the hopping probabil-
ity. This removes the arbitrary effect of the nonadiabatic coupling
strength depending on the proximity to the exact crossing point.
Thus, unavoided crossings involving interacting states (simulated
by quantum hops) can be differentiated from trivial unavoided
crossings between noninteracting states (detected by tracking state
identities). Further details of its implementation within the NA-
ESMD [13] framework are provided elsewhere [11].

2.3. Simulation details

The separation distance, rCM , is defined as the distance between
the centers of mass of each oligomer and is varied according to Ta-
l chain of length x (CxH2x). rCM defines the separation distance between the centers of
(B) Simulated absorption spectrum for the x = 1 (19 Å) system (black line) and the
h used to populate the initial excited states. (C) Initial transition density localization



Table 1
Separation distances between 3-ring and 4-ring PPV segments for the ground state
AM1 optimized systems, the number of converged excited-state trajectories for each
system, and the number of trajectories initially in a mixed state.

x (CxH2x) rCM , Å Converged Mixed

x = 1 19.5 1021 208
x = 5 24.5 976 71
x = 11 31.1 1020 23
– 50 1077 12
– 200 1077 6
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ble 1. For systems linked by an alkyl chain of length x (CxH2x), a
ground-state molecular dynamics trajectory was performed for
650 ps with a friction coefficient of 2.0 ps�1 at 300 K starting from
an AM1 optimized structure. Snapshots were collected from the
ground-state trajectory at 500 fs intervals representing a thermally
equilibrated ensemble to provide the initial positions and momen-
ta for subsequent excited state simulations. In order to create lar-
ger separation distances (50 Å, 200 Å), the alkyl chain from the
x = 1 snapshots was replaced by a terminal hydrogen atom at the
end of each segment. Segments were then separated to the desired
distance by increasing rCM along the center of mass vector, and the
resulting geometries were relaxed by an additional 50 fs of ground-
state MD.

In conjugated organic polymers, such as poly-phenylene vinyl-
ene (PPV), linear segments of varying lengths can act as weakly
coupled chromophore units. Therefore, the total absorption spec-
trum can be interpreted as the sum of the contributions from each
fragment with strong overlap between the component spectra
[21,23]. The total absorption spectrum for the x = 1 (19 Å) system
is shown in Figure 1B along with the density of excited states
(DOES). The DOES is a histogram of the excited state energies cal-
culated for each of the initial NA-ESMD configurations, the height
of which is weighted by the average oscillator strength for the
respective state. Clearly, from the overlapping DOES, multiple
states occupy the same energy range and trivial unavoided cross-
ings are expected to be prevalent in this system. The initial locali-
zation of the transition density is shown in Figure 1C for the AM1
optimized planar ground-state geometry. The lowest energy ex-
cited state, S1, is localized on the 4-ring segment. The second state,
S2, has transition density localized on the 3-ring fragment while
the third state is localized on the 4-ring side, S3.

The initial excited state was chosen according to a Frank–Con-
don window defined as

gaðr;RÞ ¼ exp½�T2ðElaser �XaÞ2�; ð2Þ

where Elaser represents the energy of a laser centered at k=370 nm
and Xa represents the energy of state a from the theoretical absorp-
tion spectrum. The laser shape is assumed to be Gaussian
f ðtÞ ¼ expð�t2=2T2Þ, T2=42.5 fs corresponding to a FWHM of
100 fs. The initial excitation is selected according to the relative val-
ues of gaðr;RÞweighted by the oscillator strengths of each state a. In
this way, the initial excitation corresponds to S3 or S2. An ensemble
of 1080 independent NA-ESMD trajectories was propagated for
500 fs at 300 K where 5 electronic excited states and their nonadi-
abatic coupling vectors have been included. The nuclei were propa-
gated with a classical time step of Dt ¼ 0:1 fs, with Nq = 10 quantum
time steps per classical step for the evaluation of the nonadiabatic
couplings and propagation of the quantum coefficients. The quan-
tum time step was further reduced by a factor of 40 for the detec-
tion of possible trivial unavoided crossings [11]. The number of
converged trajectories for each system is provided in Table 1.
3. Results

3.1. From interacting/delocalized to noninteracting/localized states

The degree of exciton delocalization is related to the strength of
electronic coupling between the segments. In cases of strong cou-
pling, where electronic states on either segment are interacting,
the excitation may be delocalized over both oligomers. For nonin-
teracting states, the lack of electronic coupling between the seg-
ments localizes the excitation. Following [11,12], we characterize
delocalization of the electronic states using the transition density
matrix, ðqgaÞnm, representing net changes in the distribution of
the electronic density matrix induced by an optical excitation from
the ground state g to an excited electronic state a [24,33]. ðqgaÞnm is
also the CIS eigenvector with a natural normalization conditionP

nmðqgaÞ2nm ¼ 1, where n and m run over the basis functions. The
transition density fractions ðqgaÞ23�ring and ðqgaÞ24�ring localized on
3-ring and 4-ring PPV segments, respectively, are obtained by sum-
ming the contributions from each atom belonging to the segment.
In the following, we use the simplified notation ðqgaÞ2X�ring (X = 3,4)
where X counts the number of monomers on each oligomer.

By considering the localization of the initial excitation (at time
t = 0), we observe very different behavior for the various separation
distances. A simple inspection of the number of mixed states listed
in Table 1 (when the initial transition density is described by
0:20 < ðqgaÞ2X�ring < 0:80 for either oligomer) reveals that states
with mixed character are more common at short distances becom-
ing less probable with increasing separation distance. This trend is
also revealed by examining the participation number [21,23,34]
(inverse of the participation ratio first defined by Thouless, Dean,
and Bell [35,36]), which represents the extent of (de) localization
of an excitation given by

P ¼
X

X

ððqgaÞ2X�ringÞ
2

" #�1

ð3Þ

where X = 3,4. We calculate the participation number per segment
where 1 6 P 6 2. Here P ¼ 1 indicates localization to a single seg-
ment while P ¼ 2 corresponds to a complete delocalization over
both oligomers. Histograms of the participation number for the ini-
tial excitations, P(t = 0), calculated using all initial snapshots of con-
verged trajectories, are shown in the top panel of Figure 2. At short
distances, there is some probability that the excitation will be delo-
calized over more than one segment, indicated by a long tail in the
distribution extending to P ¼ 2. This tail corresponds to the rela-
tively large fraction of mixed states from Table 1 for the shortest
distances. However, excitations quickly become localized to a single
segment as the distance increases, and the distribution tail vanishes
along with the number of mixed states.

The nonadiabatic coupling terms (NACTs) are defined as
_R � dab ¼ h/aj

@/b

@t i, and the nonadiabatic coupling vector is given
by dab ¼ h/aðRÞjrR/bðRÞi;a – b. A histogram of the NACTs be-
tween S1 and S2 during NA-ESMD simulations is shown in the bot-
tom panel of Figure 2 for each separation distance. The height of
the histograms corresponds to the fraction of NACTs between S1

and S2 with the given value where NACTs computed every 0.1 fs
along all converged trajectories have been included. States sepa-
rated by short distances are strongly interacting, indicated by a
broad NACT distribution. As the segments are separated, the local-
ized states have vanishing interactions.

3.2. Appearance of trivial unavoided crossings

While interacting states give rise to conical intersections, non-
interacting states can result in the appearance of trivial unavoided
crossings. Although there is no interaction between them, a dia-
batic state SðdÞn may cross energetically below state SðdÞn�1 when the
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two states occupy the same energy range. For clarity, we introduce
the notation SðdÞn /SðaÞn where (d/a) indicates diabatic/adiabatic repre-
sentation and n refers to the initial energy ordering at time t = 0.
The energy gap between SðdÞ1 and SðdÞ2 states (DEðdÞ12 ¼ EðdÞ2 � EðdÞ1 ) mea-
sures the energy ordering of the states. Using the identities of the
initial (t = 0) SðdÞ1 and SðdÞ2 states as templates, DEðdÞ12 > 0 when SðdÞ2 re-
mains at higher energy than SðdÞ1 . Following a cross, SðdÞ2 will be at
lower energy than SðdÞ1 and DEðdÞ12 < 0. A histogram of the energy
gap DEðdÞ12 during the 500 fs dynamics is shown in Figure 3 for each
separation distance. Here the energy gaps are sampled every 0.1 fs
along each converged trajectory. For small separation distances,
the energy gap is always positive (EðdÞ2 > EðdÞ1 ) indicating that
strongly interacting states do not cross each other (i.e., the original
energy ordering is preserved). At large separation distances, where
interaction vanishes, we observe a decrease in the probability of
positive energy gap and a concomitant increase in the probability
of negative energy gaps (EðdÞ2 < EðdÞ1 ). Therefore, in these cases, the
system spends more time in the reversed energy ordering regime
due to the appearance of crosses between SðdÞ2 and SðdÞ1 . Clearly,
the system remains in the ‘crossed regime’ for an overall larger
amount of time at longer distances. There can be two causes for
this observation (1) at larger distances there are longer time inter-
vals between the initial crossing event and recrossing to the origi-
nal energy ordering, or (2) crosses become more prevalent at
longer distances.

In the first case, a decrease in the number of crosses with sep-
aration distance is expected in order for the reversed energy order-
ing to be preserved for a longer time before recrossing. However,
according to our observations, case (2) is the correct interpretation.
The top panel of Figure 4 shows the number of trivial unavoided
crosses between SðdÞ1 and SðdÞ2 in 5 fs increments during the 500 fs
dynamics for various separation distances. The height of the histo-
gram represents the number of crosses in the ensemble of con-
verged trajectories. Trivial unavoided crossings are absent in the
systems separated by short distances (when states are interacting)
and appear only for the largest separation distances (50 Å and
200 Å). The number of crosses grows as the separation is increased
and the interaction between the states begins to vanish (see NACTs
in bottom panel of Figure 2). Therefore, at larger distances, there is
an overall increase in the number of crossing events rather than an
increase in the length of each crossing event. Indeed, only the rel-
ative heights of the peaks change in Figure 4 rather than their
positions.

3.3. Oscillations in adiabatic state populations

Our Min-Cost state reassignment algorithm [11] attributes
new states in terms of old states allowing the diabatic pathway
to be followed through the cross. This procedure is especially cru-
cial in problems involving state crossings between two states spa-
tially localized on different molecules (or different segments of a
molecule), where the transition density localization of the current
adiabatic state will undergo sudden unphysical changes when the
two states cross [11]. Since the adiabatic state changes its charac-
ter, artifacts of the back and forth crossings emerge and tracking
the adiabatic state population loses physical meaning as state
identities may frequently change. For example, the population
of the adiabatic state SðaÞ1 is shown in the bottom panel of Figure 4
for each separation distance calculated as the fraction of trajecto-
ries evolving on the lowest energy adiabatic state at any given
time. For the shortest separation distances, when there are no
trivial unavoided crosses during the dynamics, the SðaÞ1 population
steadily increases. On the other hand, when trivial unavoided
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crossings are present (50 Å and 200 Å), oscillations in the popula-
tion appear. It is important to note that the minima of these oscil-
lations correspond to the peaks in the number of crosses (top
panel). The amplitude of the oscillations increases for the largest
distance due to the larger number of crosses resulting in a large
probability that EðdÞ2 < EðdÞ1 . Whenever EðdÞ2 < EðdÞ1 , the identity of
SðaÞ1 changes and this is reflected as oscillations in the adiabatic
state population. Finally, we observe that the quantum popula-
tions (not shown here), measured as the ensemble average of
the quantum probability for a given state hjcij2i, show similar
oscillations since the quantum amplitudes are also interchanged
between the crossing states.

Oscillations in the adiabatic state populations result from fol-
lowing the diabatic pathway through the cross. That can be
achieved either by using Min-Cost state reassignment, or using
standard FSSH without Min-Cost but with sufficiently small time
steps. In the latter case, the finite time step prevents all unavoided
crosses from being identified and inevitably some will be missed.
In the limit of infinitely small time step, the standard FSSH result
will reproduce the same oscillations observed in the Min-Cost sim-
ulations. This is obviously impractical. In principle, the oscillations
should converge with the size of the propagation time step; Using
Min-Cost, convergence should be achieved at a larger time step
compared to standard FSSH, as can be seen in Figure 5 showing
the SðaÞ1 population (fraction of trajectories) for the oligomers sepa-
rated by 50 Å. Here, short time simulations were performed using
different time steps without (top panel) and with (bottom panel)
the Min-Cost treatment using 540 trajectories.

Oscillations are not present in the standard FSSH simulation
with a large quantum time step dt ¼ 0:1 fs (dt ¼ Dt=Nq) (top panel,
dotted line). A smaller time step of dt ¼ 0:01 fs provides increased
resolution of the NACT peaks [32], (top panel, solid line), and oscil-
lations begin to appear as the standard FSSH algorithm identifies
some unavoided crossings. However, even decreasing the timestep
to dt ¼ 0:002 fs (top panel, dashed line) does not provide any great-
er resolution. In the Min-Cost case, oscillations are present at the
much larger time step of dt ¼ 0:2 fs (bottom panel, dotted line)
and are much stronger compared to the analogous standard FSSH
simulations using the same time step (bottom panel, solid line
dt ¼ 0:1 fs; bottom panel, dashed line dt ¼ 0:01 fs). Oscillations in
the standard FSSH result signify that the system is experiencing
unavoided crossings and that the Min-Cost treatment should be
used. Unfortunately, this signal is not robust, since oscillations
may be absent depending on the chosen simulation parameters.
Therefore, it is essential to understand whether a system is in
the interacting regime (simulated by quantum hops using standard
FSSH) or noninteracting regime (requiring Min-Cost state
reassignment).
4. Conclusion

In summary, our NA-ESMD simulation of coupled PPV oligo-
mers shows that many of the initial states have mixed character
at short distances being delocalized over both oligomers, which
indicates strong interaction (Frenkel-type exciton). As the separa-
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tion distance increases, the interaction between the states vanishes
until a noninteracting regime is reached; for the largest separation
distances, the excitations become localized to one segment. When
noninteracting states occupy the same energy range, trivial unavo-
ided crossings appear characterized by vanishing NACTs every-
where except at the exact moment of crossing, where they
become infinitely large. Consequently, application of the Min-Cost
state reassignment algorithm to allow tracking of the diabatic
pathway through the cross is necessary. However, this leads to
artifacts in the measured adiabatic state populations appearing
as oscillations that correspond to the back and forth state cross-
ings. In general, these oscillations are a consequence of treating
trivial unavoided crossings correctly and following the diabatic
pathway. Strong oscillations using the Min-Cost approach are an
artifact of treating all of the unavoided crosses correctly, which
can be achieved at a larger time step than if Min-Cost is not used.
While oscillations would be removed if the population of the dia-
batic state (whose character does not change) could be tracked, in-
stead of using adiabatic state populations, the changes in the
transition density for the current state must be followed.
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