Effect of deprotonation on absorption and emission spectra of Ru(II)-bpy complexes functionalized with carboxyl groups†
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Changes in the ground and excited state electronic structure of the [Ru(bpy)₃]²⁺ (bpy = 2,2’-bipyridine) complex induced by functionalization of bpy ligands with carboxyl and methyl groups in their protonated and deprotonated forms are studied experimentally using absorption and emission spectroscopy and theoretically using density functional theory (DFT) and time dependent DFT (TDDFT). The introduction of the carboxyl groups shifts the metal-to-ligand-charge-transfer (MLCT) absorption and emission bands to lower energies in functionalized complexes. Our calculations show that this red-shift is due to the stabilization of the lowest unoccupied orbitals localized on the substituted ligands, while the energies of the highest occupied orbitals localized on the Ru-center are not significantly affected. Consistent with previously observed trends in optical spectra of related Ru(II) complexes, deprotonation of the carboxyl groups results in a blue shift in the absorption and phosphorescence spectra. The effect originates from interplay of positive and negative solvatochromism in the protonated and deprotonated complexes, respectively. This results in more delocalized character of the electron transition orbitals in the deprotonated species and a strong destabilization of the three lowest unoccupied orbitals localized on the substituted and unsubstituted ligands, all of which contribute to the lowest-energy optical transitions. We also found that owing to the complexity of the excited state potential energy surfaces, the calculated lowest triplet excited state can be either weakly optically allowed ³MLCT or optically forbidden Ru ³d-d transition depending on the initial wavefunction guess used in TDDFT calculations.

Introduction

Polypyridine complexes of Ruthenium (II) are among the most studied compounds in coordination chemistry.¹–³ Their unique combination of chemical stability, strong visible absorption and emission, excited state reactivity, and redox and catalytic properties has stimulated efforts to exploit these compounds in artificial photosynthesis,⁴ molecular electronics,⁵ light emitting devices,⁶ electroluminescent detectors and sensors,⁷ biological and medical diagnostics,⁸ etc. etc.

One of the features of Ru(II)-polypyridine complexes, particularly appealing for solar energy conversion applications, is that their chemical reactivity and electronic properties can be tuned via modifications of peripheral ligands.² For example, in TiO₂-based photovoltaic devices (Grätzel cells), where Ru(II)-polypyridine complexes are typically used as sensitizers, the bipyridyl ligands are modified with one or more carboxylic⁹,¹⁰ or phosphonic¹¹ acid functionalities to provide means for chemical and electronic coupling of the complexes to the semiconductor surface. Modification of the non-anchoring ligands is also commonly used in order to tailor the absorption spectra of the complexes to maximize their ability to harvest the solar radiation.¹²,¹³ In a device, the absorption of a photon by the chemically and electronically optimized complex is followed by a rapid electron transfer from its excited state into the conduction band of TiO₂. This provides a basis for conversion of solar radiation into electrical current. Meyer and coworkers have demonstrated¹⁴,¹⁵ that in appropriately modified Ru(II) complexes, the oxidizing equivalents stored in the complex following the electron injection into TiO₂ can be also used to drive chemical processes such as catalytic oxidation of organic substrates. Such TiO₂-complex assemblies can serve as a basis for solar-to-chemical energy conversion devices. Recently, an alternative approach has been proposed based on chemical coupling of Ru(II)-polypyridine complexes with CdSe semiconductor quantum dots.¹⁶ An important aspect of the chemical coupling of the complexes to semiconductors via carboxylic acid functional groups is that the anchoring group is typically deprotonated, which leads to changes in the electronic structure of the complexes.¹⁷–¹⁹ Such a change can have a significant impact
on the optical spectra and redox properties of the complexes and ultimately on the the overall performance of a solar energy conversion device. To better understand the effect of deprotonation on the electronic structure and optical spectra, several computational studies based on density functional theory (DFT) and time dependent DFT (TDDFT) were recently carried out on a series of Ru(II)-poly(pyridine) complexes derivatized with protonated and deprotonated form of the carboxylic acid in different solvents. In these studies, the focus was on the thiocyanate derivatives, such as [Ru(4,4'-COOH-2,2'-bpy)]3+(NCS)3] and related complexes, which are commonly used as sensitizers in the TiO2-based solar cells. Experimental and theoretical studies of these compounds revealed that the blue shift of the absorption onset caused by deprotonation of carboxyl groups is induced by destabilization of the lowest unoccupied molecular orbital (LUMO).

The pathways of radiative relaxation in the Ru-poly(pyridine) complexes have been intensively studied experimentally and theoretically. These studies showed that the excited state potential energy surfaces are very complex in these molecules. In particular, the triplet state dynamics and emission (phosphorescence) is found to be very efficient in these complexes due to the lower lying triplet metal-to-ligand charge transfer state (TMLCT) or the triplet ligand π → π* state. The nature of the lowest triplet state and the emission energy depend on experimental conditions, such as solvent polarity, pH, type of the counterions, as well as on the structure of the ligands and degree of protonation of ligand functional groups.

Here, we present joint experimental and theoretical (DFT and TDDFT) studies of absorbing and emitting states for a family of related, but previously not studied complexes with the general formula of [Ru(bpy)3(L)2]2+, where L = 4-carboxy-4'-methyl-2,2'-bipyridine or 4,4'-dicarboxy-2,2'-bipyridine. Our interest in these systems mostly stems from recent experiments, where these complexes have been used to model and study charge transfer processes between the complex and CdSe quantum dots in the context of potential solar cells. We also investigate possible mechanisms of phosphorescence and triplet state ordering in these molecules. General absorption and emission trends consistent with previous studies of related compounds are observed. To rationalize these trends, we calculate and analyze the singlet and triplet excited state natural transition orbitals (NTOs) derived from TDDFT results and compare them with the ground state molecular orbitals (MOs) obtained by DFT calculations.

**Methods and computational details**

We study ground and excited state properties of four Ru(II)-bipyridine complexes with the general structure [Ru(bpy)3(L)2]+. The structure where x = 3 corresponds to tris(2,2'-bipyridine) Ru(II), [Ru(bpy)3]2+, denoted here as complex I. The complexes with x = 2 and L = 4-carboxy-4'-methyl-2,2'-bipyridine (mcb) or L = 4,4'-dicarboxy-2,2'-bipyridine (ccb) are referred to as 2 and 4, respectively. The complex with x = 1 and L = mcb is labeled in our paper as 3. The fully deprotonated forms (denoted as 2a, 3a, and 4a) of complexes 2–4, respectively, are also studied both theoretically and experimentally. Schematic chemical structures of all complexes under investigation are presented in Fig. 1.

All calculations, including ground state geometry optimization and excited state electronic structure modeling, were performed using GAUSSIAN09 and GAUSSIAN03 program suites which allow calculation of natural transition orbitals (NTOs). The geometries of the molecules were optimized both for the ground state (closed-shell singlet $S_0$) and the lowest-energy excited singlet ($S_1$MLCT) or triplet state (either $^3$MLCT or $^3d-d$), see Fig. 2. All procedures of geometry optimization were done at the DFT level of theory implementing the hybrid B3LYP functional and solvent effects. The LANL2DZ basis set was chosen for the heavier Ru atom, while the remaining atoms were modeled with the 6-31G* basis set.

The chosen method represents one of the currently most popular DFT functionals and basis sets, which previously has shown good agreement with uv-vis experimental data for various Ru(II) complexes. The validity of various DFT functionals for description of geometry and optical properties of various transition metal complexes have already been tested many times. For series of Ruthenium, Osmium, and Lanthanide complexes, excited states energies and electron distributions have been found to be dependent on the amount of Hartree–Fock exchange and are well reproduced by the hybrid DFT functionals, such as B3LYP, while semi-local DFT functionals, such as PBE and PW91, usually result in a significant red shift of calculated spectra compared to experimental data. For example, Gorelsky et al. have compared TDDFT calculations of optical spectra of Ru(NH3)(bpy) complexes performed with different functionals and basis sets. They concluded that B3LYP functional usually gives the best results both for optimal geometries and electronic spectra. For broader picture on performance of different DFT functionals when applied to transition metal complexes, we refer the reader to the recent reviews.

Solvent effects in all studied Ru(II) complexes were simulated by embedding the molecule in a polarizable continuum medium (PCM) with an appropriate dielectric constant. Here we chose PCM that performs a reaction field calculation using the integral equation formalism model (IEFPCM) as implemented in GAUSSIAN09 and GAUSSIAN03. Acetonitrile (CH3CN, $\varepsilon = 35.688$) was chosen as a reference solvent for consistency with the experimental studies. Solvent implementation in GAUSSIAN09 is expected to be more advanced compared to GAUSSIAN03 since it provides better continuity, smoothness and robustness of the reaction field with respect to atomic positions and external perturbing fields. For example, PCM-GAUSSIAN09 model we use here builds up the cavity by placing a sphere around each solute atom, including hydrogen. In contrast, PCM-GAUSSIAN03 model places a sphere only around heavy atoms, so that hydrogens are enclosed in the sphere of the heavy atom to which they are bonded. Nonetheless, solvent medium calculations are highly
parametrized; therefore, it is useful to have an experimental reference to which modeling choices can be validated in each calculation.

As was previously found, inclusion of the solvent into calculations of the excited states of Ru(II) complexes is very important. In our case, addition of solvent led to a better agreement between theory and experiment. Solvent implementation appeared to be crucial for the description of excitations in the deprotonated complexes through removing the nonphysical charge-transfer (CT) states away from the optical gap. We also found that the solvation model strongly impacts the ground state electronic structure, especially in the deprotonated complexes. This effect has not been addressed in the previous studies. Therefore, here we analyze in detail the effect of different PCM solvation models implemented in Gaussian03 and Gaussian09 on the ground state electronic structure of the complexes 2a–4a, optimized in both vacuum and acetonitrile.

The excited states were studied using linear response TDDFT formalism with the same functional and basis set as
Optimal states (fluorescence) has been calculated as a vertical transition experimentally observed absorption lineshapes. Gaussian function with a linewidth of 0.1 eV to match the absorption spectra. The latter were modeled by broadening each spectral line obtained from TDDFT calculations (i.e., oscillator strength at the respective excitation energy) by a Gaussian function with a linewidth of 0.1 eV to match the experimentally observed absorption lineshapes.

The molecular emission energy originating from the singlet states (fluorescence) has been calculated as a vertical transition energy of the lowest singlet excited state at its optimal geometry obtained using TDDFT methodologies. Optimal triplet state geometries needed to calculate triplet emission (phosphorescence) were obtained using the SCF DFT restricted triplet state geometry at its geometry.

In order to analyze the nature of calculated singlet and triplet excited states, we performed an NTO analysis based on the calculated transition density matrices. This method offers the most compact representation of the transition density between the ground and excited states in terms of an expansion into single-particle transitions (hole and electron states for each given excitation). Here we refer to the unoccupied and occupied NTOs as “electron” and “hole” transition orbitals, respectively. Note that NTOs are not the same as virtual and occupied MO pairs from the ground state calculations. TDDFT typically mixes several pairs of the ground state MOs due to correlation effects. All MOs and NTOs shown in this paper were produced with an orbital isovalue of 0.02 and visualized with GaussView 4.1 interface.

Experimental

The metal complexes used in the experimental measurements were prepared by established literature procedures. Complex I: the sample was purchased from Aldrich as a chloride salt in form [Ru(bpy)$_2$Cl$_2$]Cl$_2$·6H$_2$O (99.95% purity). The complex was converted to PF$_6$ salt via metathesis using saturated solution of NH$_4$PF$_6$ in water. No elemental analysis was performed following the metathesis. Complexes 2–4 were synthesized using literature procedure, and the purity of the products were characterized by elemental analysis. For complex 2, analysis calc. for C$_{32}$H$_{20}$F$_{12}$N$_6$O$_5$P$_2$Ru: C 41.89, H 2.86, N 8.46, found: C 40.83, H 2.95, N 8.78. For complex 3, analysis calc. for C$_{34}$H$_{28}$F$_{12}$N$_6$O$_5$P$_2$Ru: C 41.10, H 3.04, N 8.46, found: C 40.83, H 2.95, N 8.78. For complex 4: analysis calc. for C$_{36}$H$_{114}$F$_{24}$N$_{12}$O$_9$P$_4$Ru$_2$: C 48.82, H 4.86, N 7.12, found C 48.92, H 5.09, N 6.92.

For the optical measurements, the complexes were dissolved in acetonitrile (spectrophotometric grade, ≥ 99.5, Sigma-Aldrich). In order to protonate and deprotonate the carboxylic acid group on the bipyridine ligands, 1 M solution of NH$_4$PF$_6$ in water. No elemental analysis was performed until no changes in absorption spectra have observed. Typically, addition of 20 µL of acid or base to 4 mL of complex solution (~500 fold molar excess) resulted in complete protonation or deprotonation of the complex, respectively.

The absorption spectra were collected on the Agilent 8453 UV-Visible Spectrophotometer in the absorbance mode. Steady state photoluminescence spectra were collected using Jobin-Yvon, Fluorolog-3 Fluorimeter, using 400 nm excitation wavelength in 1 cm quartz cuvettes, at room temperature. The spectra were corrected for the spectrometer response using correction factors provided by the manufacturer. The extinction coefficients of protonated and deprotonated forms of the complexes were summarized in Table 1.
complexes 2–4 were determined by measurements of absorption spectra of the acetonitrile solutions with known complex concentrations, yielding the following values. Complex 1: extinction coefficients \( \epsilon(452 \text{ nm}) = 14,500 \text{ (} \pm 300 \text{)} \text{ cm}^{-1} \text{ M}^{-1} \). Complex 2: \( \epsilon(458 \text{ nm}) = 13,000 \text{ (} \pm 500 \text{)} \text{ cm}^{-1} \text{ M}^{-1} \); complex 2a: \( \epsilon(456) = 12,600 \text{ (} \pm 500 \text{)} \text{ cm}^{-1} \text{ M}^{-1} \). Complex 3: \( \epsilon(464 \text{ nm}) = 9,000 \text{ (} \pm 500 \text{)} \text{ cm}^{-1} \text{ M}^{-1} \); complex 3a: \( \epsilon(462) = 8,800 \text{ (} \pm 500 \text{)} \text{ cm}^{-1} \text{ M}^{-1} \). Complex 4: \( \epsilon(494 \text{ nm}) = 13,500 \text{ (} \pm 400 \text{)} \text{ cm}^{-1} \text{ M}^{-1} \); complex 4a: \( \epsilon(462 \text{ nm}) = 18,000 \text{ (} \pm 500 \text{)} \).

**Results and discussion**

**Ground state analysis**

We start with investigations of possible changes in the ground state electronic structure arising when fully protonated or deprotonated mb or ccb groups are added to one or two bipyridine moieties. In Fig. 1, the Kohn–Sham energy diagram represents the ground state electronic structures of compounds 1–4 and their deprotonated analogues 2a–4a in CH3CN solvent. The three lowest unoccupied orbitals (LUMOs) and at least six highest occupied orbitals (HOMOs) of the functionalized complexes are compared to the unsubstituted complex 1. Owing to the pseudo-octahedral coordination field of the bpy ligands, both the highest occupied and the lowest unoccupied MOs can be combined into groups of three.

Typical for Ru(II)-polypyridine complexes, the three highest occupied MOs have predominantly ruthenium d character (bonding t2g states) with a small contribution from the nitrogen and carbon 2p character originating from the antibonding ligand orbitals in the complexes 1–4. Because of the slight delocalization of their electron density to ligands, we denote these orbitals as t2g-*.* In the pristine complex 1, the lower two states, HOMO-1 and HOMO-2, are degenerate with the energy by \( \sim 0.16 \text{ eV} \) smaller than the HOMO. In the complexes 2–4, the distortions in the octahedral configuration brought by ligand functionalization break the degeneracy of HOMO-1 and HOMO-2 and split them by \( \sim 30 \text{ meV} \). However, the splitting between these orbitals and the HOMO stays nearly the same as in the complex 1. In addition to the degeneracy breaking, presence of carboxyl groups leads to a slight stabilization of the t2g-* orbital, compared to those in the complex 1. Acting as weak electron acceptors, COOH-groups pull electron density from the nitrogen atoms in the bpy ligands, which results in a reduced repulsion between the nitrogen lone pairs and Ru(II) d-orbitals.

In contrast, the triad of t2g-* orbitals is destabilized in the deprotonated complexes 2a–4a because of the highly electron-rich character of the carboxylate ions. Surprisingly, the orbitals strongly localized on the COO- groups with vanishing metal character have the highest energies and lie above and between t2g-* states in the deprotonated compounds, as shown in Fig. 1. This result differs from the conclusions obtained for the tetraprotonated thiocyanide-Ru complexes with Cl- and NCS- ligands,23,24 where isolated orbitals with strong localization on the COO-, Cl-, and NCS- ions lie significantly below t2g-* orbitals. Compared to vacuum calculations, it is expected that solvent environment leads to stabilization of these localized states. Indeed, the quantitative behavior of these orbitals with respect to other occupied states depends on the solvation model used in calculations and the chemical compositions of ligands of Ru(II) complexes.

To clarify this question, we compare the electronic structures of deprotonated complexes 2a–4a with geometries optimized in vacuum and in acetonitrile implementing different PCM solvation models available in GAUSSIAN03 and GAUSSIAN09. The results of this comparison are shown in Fig. 3. The relative energy position of localized COO- orbitals with respect to the delocalized t2g-* orbitals strongly depends on the solvation model and optimization procedure. For all deprotonated complexes, PCM-GAUSSIAN03 solvent model stabilizes COO- orbitals shifting them below t2g-* triad for structures optimized in vacuum, Fig. 3(A). For the same vacuum geometries, CPCM-GAUSSIAN03 solvent model provides analogous results (not shown). However, stabilization of COO- orbitals decreases when the advanced solvent model based on PCM-GAUSSIAN09 is used for the electronic structure calculations of vacuum geometries, Fig. 3(B). In this case, only one of three t2g-* orbitals stays above the localized COO- states. Optimization of geometries in acetonitrile using PCM-GAUSSIAN09 results in the strong destabilization of COO- orbitals shifting them to higher energies above (and between) t2g-* orbitals, Fig. 3(B1). Geometry optimization by PCM-GAUSSIAN03 solvation model (A) also leads to stabilization of COO- orbitals; however, destabilized COO- orbitals are only slightly shifted above t2g-* states. Overall, solvent simulations based on PCM-GAUSSIAN09 model have a tendency of a stronger destabilization of the localized COO- orbitals compared to PCM- or CPCM-GAUSSIAN03 model.

Importantly, neither geometry optimization in vacuum or in solvent, nor the solvent model significantly affect positions of t2g-* orbitals; their energies change only by 0.01–0.04 eV depending on the complex and the solvation model used. As we discuss in the next section, the Ru-centered t2g-* orbitals contribute to the lower energy optically active transitions, while the contribution of COO- orbitals to these transitions is negligible. Since the stabilization or destabilization of COO- orbitals and its dependence on the solvation method does not affect lower-energy absorption spectra of deprotonated molecules 2a–4a, discussion of COO- orbitals is neglected in our further analysis of optical properties of these complexes.

Ligand functionalization and deprotonation strongly affect the lower-energy unoccupied orbitals. The three lowest unoccupied orbitals of all studied compounds have a \( \pi^* \) character and are delocalized over ligands. One of the major effects of the ligand carboxylation is the substantial stabilization of the LUMOs with respect to those of the complex 1. For protonated compounds, this stabilization is stronger than stabilization of their HOMOs leading to the reduced HOMO–LUMO gap with respect to the pristine complex 1. Stronger stabilization of the LUMO in the functionalized complexes originates from the change in its character (for details see Fig. S1 in ESI†). Thus, the LUMO is localized on the functionalized ligand(s) (mcb-\( \pi^* \) or ccb-\( \pi^* \) orbitals) in complexes 2–4, compared to the delocalized character of the LUMO over all bpy ligands in the complex 1. Neighboring lower-energy unoccupied orbitals in the functionalized complexes are localized on the unsubstituted bpy ligands.
substituted ligands. Therefore, for deprotonated compounds result, the energies of these orbitals lie above those of the non-
degenerate orbitals. Destabilization of the LUMO and change in its character in the deprotonated compounds lead to a small increase in the energy difference between the LUMO and the HOMO, due to the increased electron density on the COO group strongly depend on the solvation model, while t\textsubscript{2g}\textsuperscript{\*}-orbitals are insignificantly affected. The effect of the solvation model on the LUMO (bpy-p\textsuperscript{\*}) is also very small compared to those on COO\textsuperscript{\*} orbitals.

(bpy-p\textsuperscript{\*}-orbitals) and their energies are just slightly perturbed by the carboxyl groups (Fig. 1).

Deprotonation of the carboxyl groups, however, leads to the significant destabilization of the mcb-p\textsuperscript{\*} or ccb-p\textsuperscript{\*} orbitals due to the increased electron density on the COO\textsuperscript{\*} ions. As a result, the energies of these orbitals lie above those of the non-substituted ligands. Therefore, for deprotonated compounds 2a–4a, the LUMO has the bpy-p\textsuperscript{\*} character. Compared to the protonated complexes, bpy-p\textsuperscript{\*} orbitals are slightly destabilized (by \(\sim 0.1\) eV) due to small contribution of electronic density delocalized over the ligands functionalized with carboxylate groups. Destabilization of the LUMO and change in its character in the deprotonated compounds lead to a small increase in the energy difference between the LUMO and the occupied t\textsubscript{2g}\textsuperscript{\*}-orbital, compared to those of protonated complexes 2–4. Such a blue energy-shift caused by deprotonation agrees well with the previous results for the deprotonated thiocyanide-Ru(II) complex. 20,23,24

It is important to note that both types of orbitals significantly contribute to optically allowed transitions in protonated and deprotonated complexes we study. Therefore, the increased energy separation between the ground state bpy-p\textsuperscript{\*} and t\textsubscript{2g}\textsuperscript{\*} orbitals in the deprotonated complexes can be related to the observed blue shift in their absorption spectra. In addition, reordering of the unoccupied orbitals bpy-p\textsuperscript{\*} and mcb-p\textsuperscript{\*} or ccb-p\textsuperscript{\*} is reflected in the shape and width of the absorption spectra of the deprotonated compounds, which we discuss in the next section.

**Analysis of absorption and emission spectra**

The absorption spectra of the protonated and deprotonated compounds 2–4 calculated in acetonitrile solvent are shown in Fig. 4 and 5 and compared to the experimental data. The general trends in the absorption bands are very well reproduced by the theory, apart from a systematic (\(\sim 0.25\) eV) blue-shift of all theoretically predicted absorption energies. Such shift is a typical error for the TD-DFT calculations. 32,43–46 In addition, the aforementioned lack of vibrational effects and the absence of counter ions in the calculations (providing potentially incomplete description of the solvent) could lead to such discrepancy. Nonetheless, the qualitative agreement between the theory and experiment is good enough to understand the nature of significant excited states in these systems.

In the visible region (Fig. 4), a strong absorption band is observed and accompanied by a pronounced shoulder for both protonated and deprotonated complexes. According to the accepted convention, 21,22,24 we denote these bands as I and II. The energies of the first two bright bands obtained by TD-DFT and their comparison with the maxima in the experimental absorption spectra are summarized in Table 1. Based on our TD-DFT NTOs analysis (Fig. 6 and 7) both bands can be characterized as the MLCT states. As illustrated in Fig. 6 and 7, optical excitations occur from the occupied (hole) transition orbitals to the unoccupied (electron) transition orbitals. Hole NTOs contributing to the bands I and II are mainly localized on the Ru center with a small portion of p\textsuperscript{\*} orbitals of ligands (t\textsubscript{2g}\textsuperscript{\*}). The electron NTOs are mainly delocalized over either the p\textsuperscript{\*}-orbital of the bpy or the p\textsuperscript{\*}-orbital of the mcb or ccb ligands with a very small portion of electronic density on the Ru. As a result, there is a partial overlap between the electron and hole wavefunctions, which supports an oscillator strength of approximately 0.1–0.2 if allowed by the symmetry of the Ru d-orbitals and p\textsuperscript{\*}-orbitals of ligands. Typically, larger delocalization of the hole and electron NTOs over the Ru site and the ligands leads to increase in excited state transition dipole moment. Nonetheless, only a few MLCT transitions are optically allowed (“bright”); majority of MLCT excitations have very small (\(< 0.06\) oscillator strengths and are optically inactive (“dark”), including the lowest energy transition. Similar to MO arrangement, all MLCT transitions are aligned in triads, which is caused by the nearly triple degeneracy of the t\textsubscript{2g}\textsuperscript{\*} hole NTOs, and by the octahedral environment of the ligands, as discussed previously.

**Protonated functionalized complexes.** In the protonated complexes 2–4, the LUMO of ground state is stabilized, as discussed above (Fig. 1). This orbital strongly contributes to the lowest-energy bright excitations. In particular, the electron NTO involved in the bright excitations in the band I has the
dominant contribution of the LUMO for the complexes 2 and 4 and a combination of quasi-degenerate LUMO and LUMO + 1 for complex 3. These ground state unoccupied orbitals are only slightly perturbed by electron correlation effects, as can be seen from the comparison of NTOs in Fig. 6 and the ground state MOs in Fig. S1–S2 in ESI. Therefore, stabilization of the LUMO in compounds functionalized with carboxyl groups leads to a red-shift in the absorption maximum. As can be seen from Table 1, the magnitude of the red-shift for the band I increases from compound 1 to compound 4, since LUMO of compound 4 is most effectively stabilized by the electron-withdrawing ccb group.

The character of the electron orbitals, i.e., the type of the ligand on which the NTO involved in the optical transition is localized, controls the origin of the absorption bands I and II in the protonated complexes. Thus, the lower-energy excitation (band I) promotes the electron density to ligand(s) with the carboxyl substituent(s), i.e., their LUMOs. In contrast, the second band (a shoulder at around 3 eV) in the absorption spectra of the protonated compounds involves the charge transfer from the Ru center (t$_{2g}$-π-orbitals) to the unsubstituted bpy ligands. Complexes 2 and 4 have two nearly degenerate electron orbitals localized on each of the unsubstituted bpy ligands. Therefore, the II-band excitations are described by contributions of two NTOs with a similar hole character, and an electron localized on each of the bpy ligands (only one of the NTO pairs are shown in Fig. 6). Since contributions from mcb and ccb groups are insignificant to the excitations in the band II for these compounds, they have very similar electron and hole NTO characters, and identical transition energies. However, for compound 3, the resulting electron wavefunction includes also some portion of the lower lying mcb-π*-orbitals, which leads to the stabilization of the excitation and decrease in the transition energy (Table 1).

Another interesting issue is the separation between the two low-energy bands, which is responsible for the shape and width of the absorption spectrum in Fig. 4(a). We found that the energy difference between absorption bands I and II is directly related to the energy splitting between the ground state orbitals localized on the unsubstituted ligands (bpy-π*) and orbitals localized on the functionalized ligands (mcb-π* or ccb-π*). For the complex 4, this splitting is significantly larger, because the ccb-π*-orbital (LUMO) is stabilized much...
stronger when two COOH groups are present on the same bpy ligand, compared to the compounds 2 and 3. Theoretically predicted increase in splitting between bands I and II for the complex 4 is in a good agreement with experimental data (Fig. 4a). However, the band splitting, a well-recognized shoulder in Fig. 4a, is more pronounced in experimental
spectra of complexes 2 and 3 than in the theoretical. Since this shoulder is present even in the experimental spectrum of the complex 1 (not shown), its origin is likely attributed to the vibrational overtones often seen in the linear absorbance of organic chromophores. Other broadening mechanisms, such as spin–spin and spin–orbit couplings, which are not included in our calculations, might also contribute to the linewidths of the experimental spectra.

Effect of deprotonation

A major effect of COOH deprotonation observed experimentally is a persistent blue-shift of absorption and photoluminescence (PL) maxima compared to that in the respective protonated complexes, as presented in Fig. 5 and Table 1. For example, difference in absorption peaks ($E_{abs}$) between protonated and deprotonated complexes 4 and 4a is ~0.2 eV. This blue shift is well reproduced in our TDDFT calculations and agrees well with the previous studies of deprotonated Ru(nitro)hydroxycyanide-derivatives. Analysis of NTOs and MOs for deprotonated compounds (Fig. 7) for excited state transitions, when compared to the analogous transitions in the protonated complexes. Thus, in agreement with previous studies, negative solvatochromism is expected for the deprotonated complexes, because their ground state dipole moments are larger than the excited state ones (see Table 2). This contrasts conventional positive solvatochromism in the protonated molecules, where the opposite trend is confirmed for their ground and excited state dipoles. Consequently, deprotonation leads to blue shifts in both experimental and calculated absorption and emission spectra. The larger difference between the static dipole moment of the ground and excited states of the deprotonated molecule would lead to an increased blue-shift of the absorption maxima. For example, in the complex 4a, two COO$^-$ groups are located on the same bpy ligand increasing its dipole moment up to $\mu_0$ ~ 21 Debye, compared to the complex 2a with a single COO$^-$ group ($\mu_0$ ~ 13 Debye) and the complex 3a with two COO$^-$ groups that are separated form each other on different bpy ligands ($\mu_0$ ~ 16 Debye). However, the static excited-state dipole moments are roughly the same ($\mu_S$ ~ 12–14 Debye) for all deprotonated compounds (Table 2). Therefore, the blue shift in the absorption energy is more significant for the complex 4a.

For both protonated and deprotonated complexes, next bright highly intense peak is observed in the near-UV energy region of ~4.2 eV, as presented in Fig. 5. It arises from the intraligand $\pi-\pi^*$ transitions and gains its intensity from the increased density of excited states in related energy region. Compared to the MLCT bands I and II, the position and the shape of this peak is more affected by the deprotonation of the carboxyl substituent, because it is completely dominated by ligand-localized electron and hole NTOs, including orbitals localized on the COO$^-$ groups. Note that this peak has a smaller blue shift (<0.2 eV) with respect to experimental data, compared to the first peak originating from MLCT (0.25–0.3 eV).

Such inconsistency of the theoretical prediction of energies for two main absorption peaks relative to the experimental data is

<table>
<thead>
<tr>
<th>Complex</th>
<th>$\mu_0$</th>
<th>$\mu_S$</th>
<th>$\mu'_0$</th>
<th>$\mu'_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>6.52</td>
<td>13.30</td>
<td>7.17</td>
<td>17.31</td>
</tr>
<tr>
<td>2a</td>
<td>13.43</td>
<td>11.87</td>
<td>12.91</td>
<td>10.94</td>
</tr>
<tr>
<td>3</td>
<td>16.50</td>
<td>15.40</td>
<td>8.24</td>
<td>16.32</td>
</tr>
<tr>
<td>3a</td>
<td>16.50</td>
<td>13.56</td>
<td>15.70</td>
<td>13.64</td>
</tr>
<tr>
<td>4</td>
<td>10.66</td>
<td>18.06</td>
<td>10.27</td>
<td>14.47</td>
</tr>
<tr>
<td>4a</td>
<td>20.58</td>
<td>13.83</td>
<td>20.50</td>
<td>18.98</td>
</tr>
</tbody>
</table>

The situation is opposite in the deprotonated compounds: Coulomb interactions between positive charge on Ru and negative charges on one or two ligands significantly increase the dipole moments compared to that of parent protonated complexes. However, because of the MLCT character of singlet and triplet states, there is a decrease of the static dipole moment of deprotonated molecules in their excited states. This change in the dipole moment is reflected in the more delocalized character of electron NTOs (Fig. 7) for excited state transitions, which is opposite to the analogous transitions in the protonated complexes (Fig. 6). Thus, in agreement with previous studies, negative solvatochromism is expected for the deprotonated complexes, because their ground state dipole moments are larger than the excited state ones (see Table 2). This contrasts conventional positive solvatochromism in the protonated molecules, where the opposite trend is confirmed for their ground and excited state dipoles. Consequently, deprotonation leads to blue shifts in both experimental and calculated absorption and emission spectra. The larger difference between the static dipole moment of the ground and excited states of the deprotonated molecule would lead to an increased blue-shift of the absorption maxima. For example, in the complex 4a, two COO$^-$ groups are located on the same bpy ligand increasing its dipole moment up to $\mu_0$ ~ 21 Debye, compared to the complex 2a with a single COO$^-$ group ($\mu_0$ ~ 13 Debye) and the complex 3a with two COO$^-$ groups that are separated form each other on different bpy ligands ($\mu_0$ ~ 16 Debye). However, the static excited-state dipole moments are roughly the same ($\mu_S$ ~ 12–14 Debye) for all deprotonated compounds (Table 2). Therefore, the blue shift in the absorption energy is more significant for the complex 4a.
likely related to a different nature of the excited states: $\pi-\pi^*$ intraligand excitations and MLCT transitions, the latter being particularly problematic for TDDFT theory.

**Emission spectra**

Experimental and theoretical absorption and emission energies (see Fig. 2 for notations) of the Ru-complexes studied here are listed in Table 1. In experiments, the emission energies ($E_{\text{PL}}$) are about 0.7–0.8 eV smaller than the energy of the first absorption peak ($E_{\text{abs}}$) for all complexes. This difference is not a conventional vibrational Stokes shift, since emission of Ru-complexes is expected to originate from the low-energy triplet state (phosphorescence), rather than from the excited singlet state. Optically forbidden nature of the lowest excited state and spin–orbit coupling facilitate the intersystem crossing into a weakly-allowed triplet state lying below the bright singlet states.64 Our theoretical results support experimental data. Indeed, calculated vertical singlet fluorescence energies ($E_F^v$) for compounds 1–4 and their deprotonated analogues are lower by $\sim$0.3–0.7 eV than their correspondent vertical absorption energies $E_{\text{abs}}^v$ due to excited state vibrational relaxation, which can be very significant in organometalic complexes.64 However, they are still notably higher than the experimental photoluminescence energies.

The calculated vertical phosphorescence energies using TDDFT ($E_{\text{ph}}$) and ASDFT ($E_{\text{ph}}^{ADFT}$) techniques33,44 (as described above in the section on theoretical methodology) agree very well with each other and essentially reproduce experimental numbers $E_{\text{PL}}$ for all complexes (Table 1). Hence application of both TDDFT and ASDFT methods for studies of emission properties in Ru-complexes is justified and produces quantitative results. All calculated triplet states responsible for phosphorescence are MLCT in character ($^3\text{MLCT}$). For the protonated species, the lowest energy $^3\text{MLCT}$ states look very similar to singlet MLCT ($^1\text{MLCT}$) transitions. In particular, in complexes 2–4, an electron is promoted from the Ru(d) orbital to the ligand(s) functionalized with the COOH groups (Fig. 6). For the deprotonated complexes 2a and 3a, however, the electron NTO for the $^3\text{MLCT}$ excitation is localized on unsubstituted bpy-ligands with no admixture of the mcb-ligands (Fig. 7). Deprotonation of complexes 2–3 leads to the blue shift in phosphorescence energies, compared to those of their protonated analogous; although, this shift is slightly larger than in the case of absorption. This originates from the positive (negative) solvatochromism observed in the protonated (deprotonated) complexes as discussed in the previous section.

Another observation important for future TDDFT calculations of similar Ru-complexes, is complexity of their excited state potential energy surfaces.39 We have found that the triplet state geometry optimization strongly depends on the initial guess. A good example of this effect is an interplay between the lowest $^3\text{MLCT}$ state and the triplet Ru ligand field $d-d$ transition ($^3d-d$), Fig. 2. Thus, for ground state optimized geometry, the vertical $^3d-d$ transitions lie more than 3 eV above the ground state; therefore they can not contribute to phosphorescence. However, relaxation of the triplet excited state geometry can lead to the decrease of the Ru $^3d-d$ transition energy and results in the lowest triplet state of the Ru $d-d$-type, which lies about 1.2 eV above the ground singlet state. Representative transition orbitals and an energy level diagram for such scenario are shown in Fig. 8. A decrease in the transition energy of the $^3d-d$ vertical excitation arises from a slight decrease in the energy of the optimized triplet state and a large increase in the reference ground singlet state energy for the corresponding geometry.

Similar effects for the Ru-polypyridines were recently reported by Batista et al.29,37 These studies have shown that the character of the lowest triplet excited state changes from $^3\text{MLCT}$ to $^3\pi-\pi^*$ or $^3d-d$, depending on the solvent polarity and initial guess for the triplet state in the Ru-terpy complex. Indeed, it was shown that the nature of the lowest triplet state and the emission energy depend on a variety of experimental conditions (solvent polarity, pH, counterions, ligand structure, etc.)36–38 In our case, by choosing an appropriate initial guess, we obtained triplet state geometries corresponding either to the $^3d-d$ excitations with the small transition energies of about 1 eV or the $^3\text{MLCT}$-type excited states with the transition energies of about 1.8–1.9 eV for all protonated and deprotonated complexes. Consequently, the choice of the initial electronic structure configuration has important implications for analysis of triplet states in the Ru-polypyridine complexes when using DFT-based quantum chemistry methods.

**Conclusions**

We studied in detail ground and excited state electronic structure of a family of Ru(II)-bipyridine complexes functionalized with carboxyl groups. We specifically focused on the changes in electronic structure and optical properties of these molecules caused by introducing the carboxyl groups onto the bpy ligands and deprotonation of these groups.

We have found that functionalization of the complexes with carboxyl groups differently affects the occupied and unoccupied electronic levels near the HOMO–LUMO gap in the complexes 2–4. The HOMOs, which are Ru $d$ ($t_{2g}$-$\pi^*$) in character are not significantly affected by functionalization. In contrast, energies of the LUMOs, localized on the substituted ligands (mcb-$\pi^*$ or ccb-$\pi^*$ orbitals), are very strongly stabilized by the electron-withdrawing mcb or ccb groups. Consequently, functionalization of Ru(II)-bipyridine complexes with carboxyl groups insignificantly affects their ionization energies, while strongly increases their electron affinities. The decrease in the ground state HOMO–LUMO gap introduced by carboxyl groups is reflected in the redshifts of the absorption and emission spectra of complexes 2–4. The TDDFT transition orbital analysis demonstrated that the lowest-energy bright transition has MLCT character promoting an electron from the $t_{2g}$-$\pi^*$ (HOMO) to the $\pi^*$-orbital of the ligands (LUMO). Therefore, the redshift observed in the optical spectra is predominantly due to a strong stabilization of the LUMO (mcb-$\pi^*$ or ccb-$\pi^*$ electron transition orbitals).

In contrast, deprotonation of the functionalized ligands in the complexes 2–4 results in a blue-shift of the absorption and phosphorescence spectra compared to the parent compounds. This observation agrees with previous studies on related compounds.22,24,31,32,39 This effect is rationalized by interplay
of positive and negative solvatochromism in the protonated and deprotonated complexes, respectively, *i.e.*, calculated static dipole moments increase (decrease) in the excited states of protonated (deprotonated) complexes, leading to a different amount of solvent stabilization in ground and excited states.\(^2\)

The lowest singlet and triplet states contributing to fluorescence and phosphorescence, respectively, are MLCT in character for both protonated and deprotonated complexes. The calculated transition energies for the triplet 3MLCT states agree well with the experimental PL data. However, the character of the calculated lowest triplet excited state can change from the optically allowed 3MLCT to the optically forbidden 3d–d transitions, depending on the initial guess of the triplet configuration. Such strong dependence of the triplet state optimization on the initial guess is attributed to the complexity of the excited state potential energy surfaces that leads to the close proximity and change in relative positions of the Ru d-levels and the π-levels of the ligands, as has been also observed in other Ru(II) complexes.\(^29,30\) Theoretically predicted interplay between the lowest 3MLCT and the Ru 3d–d transitions suggests that the efficiency of the triplet emission in these molecules can be quite sensitive to experimental conditions. Finally, for the ground state calculations of deprotonated compounds 2a–4a, we found that in contrast to the 3d–π* orbitals, the energies of occupied orbitals localized on COO\(^-\) group(s) strongly depend on the solvation model used in calculations. However, the localized COO\(^-\) orbitals do not contribute to the optical transitions and do not affect absorption and emission in the MLCT region.

Overall, the presented studies establish applicability of DFT and TDDFT methods to analyze excited states, absorption and emission properties of Ru-complexes. Our results for the functionalized protonated and deprotonated molecules can be useful to better understand and optimize applications of such molecules in photo-electro-chemical cells and catalyst agents based on TiO\(_2\)/Ru-complex\(^15,65\) and quantum dot/Ru-complex materials.\(^16\)
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Fig. 8 Natural transition orbitals and energy level diagram for the complex 2 illustrating the nature of the lowest-energy triplet transition and its dependence on the initial geometry configuration. For the singlet MLCT state optimized in its ground state configuration (\(^3\)MLCT), the \(^3\)MLCT transition is much lower than \(^3\)d–d transition, which is more than 3 eV above the ground state and not shown. Relaxation of the triplet MLCT state in its excited state geometry (\(^3\)MLCT) significantly decreases the energy of \(^3\)MLCT transition, while \(^3\)d–d stays at 3.05 eV above the ground state (not shown). Triplet state geometries corresponding to the \(^3\)d–d excitations provide the lowest \(^3\)d–d transition energy.