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Why frequency regulation  

sec min 5 min 60 min 

primary 
freq control 

secondary 
freq control 

economic 
dispatch 

Control signal to balance supply & demand 
 

Andersson’s talk in am 



Why frequency regulation 

Traditionally done on generator-side 
!  Frequency control: Lu and Sun (1989), Qu et al 

(1992), Jiang et al (1997), Wang et al (1998), 
Guo et al (2000), Siljak et al (2002) 

!  Stability analysis: Bergen and Hill (1981), Hill 
and Bergen (1982), Arapostathis et al (1982), 
Tsolas et al (1985), Tan et al (1995), … 

!  Recent analysis: Andreasson et al (2013), Zhang 
and Papachristodoulou (2013), Li et al (2014), Burger 
et al (2014), You and Chen (2014), Simpson-Porco et 
al (2013), Dorfler et al (2014), Zhao et al (2014) 



Why load-side participation 

sec min 5 min 60 min 

primary 
freq control 

secondary 
freq control 

economic 
dispatch 

Ubiquitous continuous load-side control can 
supplement generator-side control 

!  faster (no/low inertia) 
!  no extra waste or emission 
!  more reliable (large #) 
!  better localize disturbances 
!  reducing generator-side control capacity 



What is the potential 
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Abstract— This paper addresses design considerations for 

frequency responsive Grid FriendlyTM appliances (FR-GFAs), 
which can turn on/off based on frequency signals and make 
selective low-frequency load shedding possible at appliance level.  
FR-GFAs can also be treated as spinning reserve to maintain a 
load-to-generation balance under power system normal operation 
states.  The paper first presents a statistical analysis on the 
frequency data collected in 2003 in Western Electricity 
Coordinating Council (WECC) systems. Using these frequency 
data as an input, the triggering frequency and duration of an FR-
GFA device with different frequency setting schemes are 
simulated.  Design considerations of the FR-GFA are then 
discussed based on simulation results.  

 
Index Terms—Grid FriendlyTM appliances, load frequency 

control, load shedding, frequency regulation, frequency response, 
load control, demand-side management, automated load control. 

I. INTRODUCTION 

RADITIONALLY, services such as frequency regulation, 
load following, and spinning reserves were provided by 

generators.  Under a contingency where the system frequency 
falls below a certain threshold, under-frequency relays are 
triggered to shed load to restore the load-to-generator balance.  
In restructured power systems, the services provided may be 
market based.  Because load control can play a role very 
similar to generator real power control in maintaining the 
power system equilibrium, it can not only participate in under-
frequency load shedding programs as a fast remedial action 
under emergency conditions, but also be curtailed or reduced 
in normal operation states and supply energy-balancing 
services [1][2][3].  

Grid FriendlyTM appliances (GFAs) are appliances that can 
have a sensor and a controller installed to detect frequency 
signals and turn on or off according to certain control logic, 
thereby helping the electrical power grid with its frequency 
control objectives. Refrigerators, air conditioners, space 
heating units, water heaters, freezers, dish washers, clothes 
washers, dryers, and some cooking units are all potential 
GFAs.  Survey [4] shows that nearly one-third of U.S. peak 
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load capacity is residential (Fig. 1a).  The residential load can 
be categorized into GFA and non-GFA loads. Based on a 
residential energy consumption survey (Fig. 1b) conducted in 
1997, 61% of residential loads are GFA compatible. If all 
GFA resources were used, the regulation ability of load would 
exceed the operating reserve (13% of peak load capacity) 
provided by generators.   

 
(a) 

 
(b) 

Fig. 1. (a) Load and reserves on a typical U.S. peak day, (b) Residential load 
components. [4] 

Compared with the spinning reserve provided by 
generators, GFA resources have the advantage of faster 
response time and greater capacity when aggregated at feeder 
level.  However, the GFA resources also have disadvantages, 
such as low individual power load, poor coordination between 
units, and uncertain availabilities caused by consumer comfort 
choices and usages. Another critical issue is the coordination 
between regulation services provided by FR-GFAs and 
generators. Therefore, whether FR-GFAs can achieve similar 
regulation capabilities as generators is a key issue to be 
addressed before one can deploy FR-GFAs widely.   

As a first step to evaluate the FR-GFA performance, a 
research team at Pacific Northwest National Laboratory 
(PNNL) carried out a series of simulations which focused on 
studying the individual FR-GFA performance to obtain basic 
operational statistics under different frequency setting 
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T US: 
operating reserve:  13% of peak 
total GFA capacity: 18% 

Lu & Hammerstrom (2006), PNNL 

•  Residential load accounts 
     for ~1/3 of peak demand 
•  61% residential appliances 
     are Grid Friendly 



model can be formulated as a minimum variance controller
that computes changes in thermostat setpoint required to
achieve desired aggregated power responses.

Fig. 7 depicts one of the central results of the paper.
The top panel of the figure shows two lines. The first is the
zero-mean high-frequency component of a wind plant’s
output plus a direct current (dc) shift equal to the average
demand of the TCL population under control. The second
line is aggregate demand from the controlled population
(in this case, 60 000 air conditioners), where they are
subjected to shifts in their temperature setpoint as shown
in the bottom panel of the figure (these shifts are dictated
by the minimum variance controller). The middle panel of
the figure shows the controller error, which is relatively
small.

In Section III-D, load controllability was discussed in
the context of availability and willingness to participate.
These concepts are implicitly taken into account in the
hysteretic form of control associated with thermostats. As
the temperature nears either end of the deadband, a TCL
becomes available for control. It becomes increasingly
willing to participate in control as the temperature
approaches the switching limit. However, once the TCL
has switched state (encountered the deadband limit), it is
temporarily no longer available for control.

Assuming relatively constant ambient temperature, the
controllability of a large population of TCLs will vary little
over time. However, large temperature changes affect the

availability of TCLs for control. For example, a significant
drop in ambient temperature would eventually result in far
fewer air conditioning loads. System operations would
need to take account of such temporal changes in load
controllability.

B. Plug-In Electric Vehicles
PEVs are expected to comprise around 25% of all

automobile sales in the United States by 2020 [59]. At
those penetration levels, PEVs will account for 3%–6% of
total electrical energy consumption. It is anticipated that
most vehicles will charge overnight, when other loads are
at a minimum. The proportion of PEV load during that
period will therefore be quite high. Vehicle charging tends
to be rather flexible, though must observe the owner-
specified completion time. PEVs therefore offer another
excellent end-use class for load control.

Motivated by the control strategy for TCLs developed
in [33], a hysteretic form of local control can be used to
establish system-level controllability of PEV charging
loads. The proposed local control strategy is illustrated in
Fig. 8. The nominal SoC profile is defined as the linear
path obtained by uniform charging, such that the desired
total energy Etot is delivered to the PEV over the period
defined by owner-specified start and finish times. The
nominal SoC profile lies at the center of a deadband; for
this example, the deadband limits are given by

!þðtÞ ¼ SoCðtÞ þ 0:05Etot

!%ðtÞ ¼ SoCðtÞ % 0:05Etot (1)

where SoCðtÞ is the nominal SoC at time t.
When the charger is turned on, the SoC actually

increases at a rate that is faster than the nominal profile, so

Fig. 7. Load control example for balancing variability from

intermittent renewable generators, where the end-use functionVin

this case, thermostat setpointVis used as the input signal.

See [33] for more details.

Fig. 8. Hysteresis-based PEV charging scheme.

Callaway and Hiskens: Achieving Controllability of Electric Loads

Vol. 99, No. 1, January 2011 | Proceedings of the IEEE 195

Callaway, Hiskens (2011) 
Callaway (2009) 

Can household Grid Friendly 
appliances follow its own PV 
production? 

Dynamically adjust  
thermostat setpoint 

•  60,000 AC 
•  avg demand ~ 140 MW 
•  wind var: +- 40MW 
•  temp var: 0.15 degC 



How  

How to design load-side frequency control ? 
 
How does it interact with generator-side 
control ? 



Literature: load-side control 
Original idea 

!  Schweppe et al 1979, 1980 

Small scale trials around the world 
!  D.Hammerstrom et al 2007, UK Market Transform 

Programme 2008 

Numerical studies  
!  Trudnowski et al 2006, Lu and Hammerstrom 2006, 

Short et al 2007, Donnelly et al 2010, Brooks et al 
2010, Callaway and I. A. Hiskens, 2011, Molina-Garcia 
et al 2011 

Analytical work 
!  Zhao et al (2012/2014), Mallada and Low (2014), 

Mallada et al (2014) 
!  Simpson-Porco et al 2013, You and Chen 2014, Zhang 

and Papachristodoulou (2014), Zhao, et al (2014) 
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Network model 

i

Pi
m

generation 

di + d̂i
loads:  

controllable + freq-sensitive 

i : region/control area/balancing authority 

j

xij

branch power 
Pij

Will include generator-side 
control later 



Network model 

Mi ωi  = Pi
m − di − d̂i − CieP e

e
∑

Pij = bij ωi −ω j( )               ∀ i→ jGenerator bus: Mi > 0 
Load bus:         Mi = 0 

Pi
m

i

j
Pij

di + d̂i

Damping/uncontr loads:  

Controllable loads: 

d̂i = Diωi

di



Network model 

Pi
m

i

j
Pij

di + d̂i

•  swing dynamics 
•  all variables are deviations  
    from nominal 
•  nonlinear : Mallada, Zhao, Dorfler  

Mi ωi  = Pi
m − di − d̂i − CieP e

e
∑

Pij = bij ωi −ω j( )               ∀ i→ j



Frequency control 

Suppose the system is in steady state 
 
 
and suddenly … 

ωi = 0    Pij = 0    ωi = 0

Mi ωi  = Pi
m − di − d̂i − CieP e

e
∑

Pij = bij ωi −ω j( )               ∀ i→ j



Given: disturbance in gens/loads 
 
Current: adapt remaining generators 

!  re-balance power 
!  restore nominal freq and inter-area flows 

(zero ACE)   
 
Our goal: adapt controllable loads 

!  re-balance power 
!  restore nominal freq and inter-area flows 
!  … while minimizing disutility of load control 

 

Frequency control 

Pi
m

di



Questions 

How to design load-side frequency control ? 
 
How does it interact with generator-side 
control ? 

Limitations 
•  Modeling assumptions 
•  Preliminary design and analysis 
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Frequency control 

current 
approach 

new 
approach 

Mi ωi  = Pi
m − di − d̂i − CieP e

e
∑

Pij = bij ωi −ω j( )               ∀ i→ j



Load-side controller design 

How to design feedback control law 

di = Fi ω(t),P(t)( )

Mi ωi  = Pi
m − di − d̂i − CieP e

e
∑

Pij = bij ωi −ω j( )               ∀ i→ j



Load-side controller design 

Control goals 

!  Rebalance power 
!  Stabilize frequency 
!  Restore nominal frequency 
!  Restore scheduled inter-area flows 

 

Zhao, Topcu, Li, Low 
TAC 2014 

Mallada, Zhao, Low  
Allerton, 2014 

Mi ωi  = Pi
m − di − d̂i − CieP e

e
∑

Pij = bij ωi −ω j( )               ∀ i→ j



Load-side controller design 

Desirable properties of  

!  simple, scalable 
!  decentralized/distributed 

di = Fi ω(t),P(t)( )

Mi ωi  = Pi
m − di − d̂i − CieP e

e
∑

Pij = bij ωi −ω j( )               ∀ i→ j



Motivation: reverse engineering 

Dj interpreted power flows as  
solution of an optimization problem 

!  PF equations  =  stationarity condition 
 

We interpret swing dynamics as  
algorithm for an optimization problem 

!  eq pt of swing equations  =  optimal sol 
!  dynamics  =  primal-dual algorithm 

Other examples: Internet congestion control (2000s), … 
What are the advantages of this design approach? 



Mi ωi  = Pi
m − di − d̂i − CieP e

e
∑

Pij = bij ωi −ω j( )               ∀ i→ j

Motivation: reverse engineering 

min
d̂,P

      d̂i
2

2Dii
∑

s. t.      Pi
m − d̂i − Cij

j
∑ Pij = 0    ∀i

demand = supply 

Equilibrium point is unique optimal of: 

primal-dual algorithm 



Load-side controller design 

Proposed approach: forward engineering 

!  formalize control goals into OLC objective 
!  derive local control as distributed solution 

 

Mi ωi  = Pi
m − di − d̂i − CieP e

e
∑

Pij = bij ωi −ω j( )               ∀ i→ j



Outline 

Motivation 
 

Network model 
 

Load-side frequency control 
!  Primary control  
!  Secondary control 
!  Interaction with generator-side control 

 

Simulations 

Zhao et al SGC2012, Zhao et al TAC2014 



Optimal load control (OLC)  

demand = supply 

disturbances 

min
d,d̂,P

      ci (di )+
d̂i

2

2Di

!

"
#

$

%
&

i
∑

s. t.      Pi
m − di + d̂i( )− Cie

e
∑ Pie = 0    ∀i

controllable 
loads 



Decoupled dual (DOLC) 

max
ν

      Φi ν i( )
i
∑

s. t.      ν i =ν j      ∀ i ~ j

primal objective 

Φi ν i( )   :=   min
di , d̂i

  Lagrangian (di, d̂i,vi )

ci di( )+  1
2Di

d̂i
2 −ν i di +  d̂i −Pi

m( )
constraint penalty 

decouples areas/buses i  



Decoupled dual (DOLC) 

Lemma 
 

A unique optimal                     is attained 
 
There is no duality gap (assuming Slater’s 

condition) 
!  " solve DOLC and recover optimal solution 

to primal (OLC) 

v* := (v*,...,v*)

max
ν

      Φi ν i( )
i
∑

s. t.      ν i =ν j      ∀ i ~ j



swing dynamics  

   system dynamics + load control  
= primal dual alg 

ωi = −
1
Mi

di (t)+Diωi (t)−Pi
m + Pij (t)− Pji (t)

j→i
∑

i→ j
∑

$

%
&&

'

(
))

Pij = bij ωi (t)−ω j (t)( )         

load control 

di (t) := ci
'−1 ωi (t)( )"# $%di

di
active control 

implicit  



Control architecture 6

The name of the dynamic law (27) comes from the fact that

@

@⌫
L(x,�)T = Pm � (d(�

i

) +D⌫)� CP (30a)

@

@�
L(x,�)T = Pm � d(�)� L

B

v (30b)

@

@⇡
L(x,�)T =

ˆCD
B

CT v � ˆP (30c)

@

@⇢+
L(x,�)T = D

B

CT v � ¯P (30d)

@

@⇢�
L(x,�)T = P �D

B

CT v (30e)

@

@P
L(x,�)T = �(CT ⌫) (30f)

@

@v
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B

�� CD
B

ˆCT⇡ � CD
B

(⇢+ � ⇢�))

(30g)

Equations (27a), (27b) and (27g) show that dynamics (1)
can be interpreted as a subset of the primal-dual dynamics
described in (27) for the special case when ⇣⌫

i

= M�1

i

and
�P

ij

= B
ij

. Therefore, we can interpret the frequency !
i

as
the Lagrange multiplier ⌫

i

.
This observation motivates us to propose a distributed load

control scheme that is naturally decomposed into
Power Network Dynamics:

!̇G = M�1

G (Pm

G � (dG +

ˆdG)� CGP ) (31a)

0 = Pm

L � (dL +

ˆdL)� CLP (31b)
˙P = D

B

CT! (31c)
ˆd = D! (31d)

and
Dynamic Load Control:

˙� = ⇣� (Pm � d� L
B

v) (32a)
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Ä
ˆCD

B

CT v � ˆP
ä

(32b)
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+

⇥
D

B

CT v � ¯P
⇤
+

⇢

+

(32c)
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� ⇥

P �D
B

CT v
⇤
+

⇢

� (32d)

v̇ = �v

Ä
L
B

�� CD
B

ˆCT⇡ � CD
B

(⇢+ � ⇢�)
ä

(32e)

d = c0
�1

(! + �) (32f)

Equations (31) and (32) show how the network dynamics
can be complemented with dynamic load control such that the
whole system amounts to a distributed primal-dual algorithm
that tries to find a saddle point on L(x,�). We will show in
the next section that this system does achieve optimality as
intended.

Figure 1 also shows the unusual control architecture derived
from our OLC problem. Unlike traditional observer-based
controller design archtecture [36], our dynamic load control
block does not try to estimate state of the network. Instead,
it drives the network towards the desired state using a shared
static feedback loop, i.e. d

i

(�
i

+ !
i

).

Remark 5. One of the limitations of (32) is that in order
to generate the Lagrange multipliers �

i

one needs to estimate

Power Network Dynamics
(!, P )

. . . 0
di(·)

0
. . .

Dynamic Load Control
(�, ⇡, ⇢+, ⇢�, v)

+

!

+

�

d

d

Fig. 1: Control architecture derived from OLC

Pm

i

�d
i

which is not easy since one cannot separate Pm

i

from
Pm

i

�D
i

!
i

when one measure the power injection of a given
bus without knowing D

i

. This problem will be addressed in
Section VI where we propose a modified control scheme that
can achieve the same equilibrium without needing to know D

i

exactly.

V. OPTIMALITY AND CONVERGENCE

In this section we will show that the system (31)-(32) can
efficiently rebalance supply and demand, restore the nominal
frequency, and preserve inter-area flow schedules and thermal
limits.

We will achieve this objective in two steps. Firstly, we will
show that every equilibrium point of (31)-(32) is an optimal
solution of (9). This guarantees that a stationary point of the
system efficiently balances supply and demand and achieves
zero frequency deviation.

Secondly, we will show that every trajectory
(d(t), ˆd

i

(t), P (t), v(t),!(t),�(t),⇡(t), ⇢+(t), ⇢�(t))
converges to an equilibrium point of (31)-(32). Moreover, the
equilibrium point will satisfy (2) and (5).

Theorem 6 (Optimality). A point p⇤ = (d⇤, ˆd⇤, x⇤,�⇤
) is an

equilibrium point of (31)-(32) if and only if is a primal-dual
optimal solution to the OLC problem.

Proof: The proof of this theorem is a direct application
of Lemma 4. Let (d⇤, ˆd⇤, x⇤,�⇤

) be an equilibrium point of
(31)-(32). Then, by (31c) and (32c)-(32e), �⇤ is dual feasible.

Similarly, since !̇
i

= 0, ˙�
i

= 0, ⇡̇
k

= 0, ⇢̇+
ij

= 0 and
⇢̇�
ij

= 0, then (31a)-(31b) and (32a)-(32d) are equivalent to
primal feasibility, i.e. (d⇤, ˆd⇤, P ⇤, v⇤) is a feasible point of (9).
Finally, by definition of (31)-(32) conditions (21) and (22) are
always satisfied by any equilibrium point. Thus we are under
the conditions of Lemma 4 and therefore p⇤ = (d⇤, ˆd⇤, x⇤,�⇤

)

is primal-dual optimal which also implies that !⇤
= 0.

Remark 7. Theorem 6 implies that every equilibrium solution
of (31)-(32) is optimal with respect to OLC. However, it
guarantees neither convergence to it nor that the line flows
satisfy (2) and (5).

The rest of this section is devoted to showing that in
fact for every initial condition (P (0), v(0),!(0),�(0),⇡(0),



Theorem 

Starting from any                 
 

system trajectory 
 

converges to 
 

!                is unique optimal of OCL 

!         is unique optimal for dual 
 

d(0),  d̂(0),  ω(0),  P(0)( )

d*,  d̂*,  ω*,  P*( )     as  t→∞

d*,  d̂*( )
ω*

d(t),  d̂(t),  ω(t),  P(t)( )

•  completely decentralized 
•  frequency deviations contain right info for local 

decisions that are globally optimal 

Load-side primary control works 



Implications 
!  Freq deviations contains right info on 

global power imbalance for local decision 

!  Decentralized load participation in 
primary freq control is stable 

!      : Lagrange multiplier of OLC 
        info on power imbalance 
 
!      : Lagrange multiplier of DOLC 

  info on freq asynchronism 

ω*

P*
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Recall: OLC for primary control 
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swing dynamics:   

Recall: primary control 

ωi = −
1
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The name of the dynamic law (27) comes from the fact that

@
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@
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Equations (27a), (27b) and (27g) show that dynamics (1)
can be interpreted as a subset of the primal-dual dynamics
described in (27) for the special case when ⇣⌫

i

= M�1

i

and
�P

ij

= B
ij

. Therefore, we can interpret the frequency !
i

as
the Lagrange multiplier ⌫

i

.
This observation motivates us to propose a distributed load

control scheme that is naturally decomposed into
Power Network Dynamics:

!̇G = M�1

G (Pm

G � (dG +

ˆdG)� CGP ) (31a)

0 = Pm

L � (dL +

ˆdL)� CLP (31b)
˙P = D

B

CT! (31c)
ˆd = D! (31d)

and
Dynamic Load Control:

˙� = ⇣� (Pm � d� L
B

v) (32a)

⇡̇ = ⇣⇡
Ä
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B
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ä

(32b)
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⇤
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Ä
L
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B
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B

(⇢+ � ⇢�)
ä

(32e)

d = c0
�1

(! + �) (32f)

Equations (31) and (32) show how the network dynamics
can be complemented with dynamic load control such that the
whole system amounts to a distributed primal-dual algorithm
that tries to find a saddle point on L(x,�). We will show in
the next section that this system does achieve optimality as
intended.

Figure 1 also shows the unusual control architecture derived
from our OLC problem. Unlike traditional observer-based
controller design archtecture [36], our dynamic load control
block does not try to estimate state of the network. Instead,
it drives the network towards the desired state using a shared
static feedback loop, i.e. d

i

(�
i

+ !
i

).

Remark 5. One of the limitations of (32) is that in order
to generate the Lagrange multipliers �

i

one needs to estimate

Power Network Dynamics
(!, P )

. . . 0
di(·)

0
. . .

Dynamic Load Control
(�, ⇡, ⇢+, ⇢�, v)

+

!

+

�

d

d

Fig. 1: Control architecture derived from OLC

Pm

i

�d
i

which is not easy since one cannot separate Pm

i

from
Pm

i

�D
i

!
i

when one measure the power injection of a given
bus without knowing D

i

. This problem will be addressed in
Section VI where we propose a modified control scheme that
can achieve the same equilibrium without needing to know D

i

exactly.

V. OPTIMALITY AND CONVERGENCE

In this section we will show that the system (31)-(32) can
efficiently rebalance supply and demand, restore the nominal
frequency, and preserve inter-area flow schedules and thermal
limits.

We will achieve this objective in two steps. Firstly, we will
show that every equilibrium point of (31)-(32) is an optimal
solution of (9). This guarantees that a stationary point of the
system efficiently balances supply and demand and achieves
zero frequency deviation.

Secondly, we will show that every trajectory
(d(t), ˆd

i

(t), P (t), v(t),!(t),�(t),⇡(t), ⇢+(t), ⇢�(t))
converges to an equilibrium point of (31)-(32). Moreover, the
equilibrium point will satisfy (2) and (5).

Theorem 6 (Optimality). A point p⇤ = (d⇤, ˆd⇤, x⇤,�⇤
) is an

equilibrium point of (31)-(32) if and only if is a primal-dual
optimal solution to the OLC problem.

Proof: The proof of this theorem is a direct application
of Lemma 4. Let (d⇤, ˆd⇤, x⇤,�⇤

) be an equilibrium point of
(31)-(32). Then, by (31c) and (32c)-(32e), �⇤ is dual feasible.

Similarly, since !̇
i

= 0, ˙�
i

= 0, ⇡̇
k

= 0, ⇢̇+
ij

= 0 and
⇢̇�
ij

= 0, then (31a)-(31b) and (32a)-(32d) are equivalent to
primal feasibility, i.e. (d⇤, ˆd⇤, P ⇤, v⇤) is a feasible point of (9).
Finally, by definition of (31)-(32) conditions (21) and (22) are
always satisfied by any equilibrium point. Thus we are under
the conditions of Lemma 4 and therefore p⇤ = (d⇤, ˆd⇤, x⇤,�⇤

)

is primal-dual optimal which also implies that !⇤
= 0.

Remark 7. Theorem 6 implies that every equilibrium solution
of (31)-(32) is optimal with respect to OLC. However, it
guarantees neither convergence to it nor that the line flows
satisfy (2) and (5).

The rest of this section is devoted to showing that in
fact for every initial condition (P (0), v(0),!(0),�(0),⇡(0),
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Equations (31) and (32) show how the network dynamics
can be complemented with dynamic load control such that the
whole system amounts to a distributed primal-dual algorithm
that tries to find a saddle point on L(x,�). We will show in
the next section that this system does achieve optimality as
intended.

Figure 1 also shows the unusual control architecture derived
from our OLC problem. Unlike traditional observer-based
controller design archtecture [36], our dynamic load control
block does not try to estimate state of the network. Instead,
it drives the network towards the desired state using a shared
static feedback loop, i.e. d
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. This problem will be addressed in
Section VI where we propose a modified control scheme that
can achieve the same equilibrium without needing to know D

i

exactly.

V. OPTIMALITY AND CONVERGENCE

In this section we will show that the system (31)-(32) can
efficiently rebalance supply and demand, restore the nominal
frequency, and preserve inter-area flow schedules and thermal
limits.

We will achieve this objective in two steps. Firstly, we will
show that every equilibrium point of (31)-(32) is an optimal
solution of (9). This guarantees that a stationary point of the
system efficiently balances supply and demand and achieves
zero frequency deviation.

Secondly, we will show that every trajectory
(d(t), ˆd

i

(t), P (t), v(t),!(t),�(t),⇡(t), ⇢+(t), ⇢�(t))
converges to an equilibrium point of (31)-(32). Moreover, the
equilibrium point will satisfy (2) and (5).

Theorem 6 (Optimality). A point p⇤ = (d⇤, ˆd⇤, x⇤,�⇤
) is an

equilibrium point of (31)-(32) if and only if is a primal-dual
optimal solution to the OLC problem.

Proof: The proof of this theorem is a direct application
of Lemma 4. Let (d⇤, ˆd⇤, x⇤,�⇤

) be an equilibrium point of
(31)-(32). Then, by (31c) and (32c)-(32e), �⇤ is dual feasible.
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= 0, ⇢̇+
ij

= 0 and
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= 0, then (31a)-(31b) and (32a)-(32d) are equivalent to
primal feasibility, i.e. (d⇤, ˆd⇤, P ⇤, v⇤) is a feasible point of (9).
Finally, by definition of (31)-(32) conditions (21) and (22) are
always satisfied by any equilibrium point. Thus we are under
the conditions of Lemma 4 and therefore p⇤ = (d⇤, ˆd⇤, x⇤,�⇤

)

is primal-dual optimal which also implies that !⇤
= 0.

Remark 7. Theorem 6 implies that every equilibrium solution
of (31)-(32) is optimal with respect to OLC. However, it
guarantees neither convergence to it nor that the line flows
satisfy (2) and (5).

The rest of this section is devoted to showing that in
fact for every initial condition (P (0), v(0),!(0),�(0),⇡(0),
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can be complemented with dynamic load control such that the
whole system amounts to a distributed primal-dual algorithm
that tries to find a saddle point on L(x,�). We will show in
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V. OPTIMALITY AND CONVERGENCE

In this section we will show that the system (31)-(32) can
efficiently rebalance supply and demand, restore the nominal
frequency, and preserve inter-area flow schedules and thermal
limits.

We will achieve this objective in two steps. Firstly, we will
show that every equilibrium point of (31)-(32) is an optimal
solution of (9). This guarantees that a stationary point of the
system efficiently balances supply and demand and achieves
zero frequency deviation.
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converges to an equilibrium point of (31)-(32). Moreover, the
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) is an
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the conditions of Lemma 4 and therefore p⇤ = (d⇤, ˆd⇤, x⇤,�⇤
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Remark 7. Theorem 6 implies that every equilibrium solution
of (31)-(32) is optimal with respect to OLC. However, it
guarantees neither convergence to it nor that the line flows
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can be complemented with dynamic load control such that the
whole system amounts to a distributed primal-dual algorithm
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V. OPTIMALITY AND CONVERGENCE

In this section we will show that the system (31)-(32) can
efficiently rebalance supply and demand, restore the nominal
frequency, and preserve inter-area flow schedules and thermal
limits.

We will achieve this objective in two steps. Firstly, we will
show that every equilibrium point of (31)-(32) is an optimal
solution of (9). This guarantees that a stationary point of the
system efficiently balances supply and demand and achieves
zero frequency deviation.

Secondly, we will show that every trajectory
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(t), P (t), v(t),!(t),�(t),⇡(t), ⇢+(t), ⇢�(t))
converges to an equilibrium point of (31)-(32). Moreover, the
equilibrium point will satisfy (2) and (5).

Theorem 6 (Optimality). A point p⇤ = (d⇤, ˆd⇤, x⇤,�⇤
) is an

equilibrium point of (31)-(32) if and only if is a primal-dual
optimal solution to the OLC problem.

Proof: The proof of this theorem is a direct application
of Lemma 4. Let (d⇤, ˆd⇤, x⇤,�⇤

) be an equilibrium point of
(31)-(32). Then, by (31c) and (32c)-(32e), �⇤ is dual feasible.

Similarly, since !̇
i

= 0, ˙�
i

= 0, ⇡̇
k

= 0, ⇢̇+
ij

= 0 and
⇢̇�
ij

= 0, then (31a)-(31b) and (32a)-(32d) are equivalent to
primal feasibility, i.e. (d⇤, ˆd⇤, P ⇤, v⇤) is a feasible point of (9).
Finally, by definition of (31)-(32) conditions (21) and (22) are
always satisfied by any equilibrium point. Thus we are under
the conditions of Lemma 4 and therefore p⇤ = (d⇤, ˆd⇤, x⇤,�⇤

)

is primal-dual optimal which also implies that !⇤
= 0.

Remark 7. Theorem 6 implies that every equilibrium solution
of (31)-(32) is optimal with respect to OLC. However, it
guarantees neither convergence to it nor that the line flows
satisfy (2) and (5).

The rest of this section is devoted to showing that in
fact for every initial condition (P (0), v(0),!(0),�(0),⇡(0),

dual vars:  
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trajectory converges   s. t. 
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!  inter-area flows are restored 
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ĈP*  = P̂
P ≤ P* ≤ P
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Generator-side control 

Recall model: linearized PF, no generator control 
Mi !ωi  = −Diωi +Pi

m − di − CieP e
e
∑

     !Pij = bij ωi −ω j( )               ∀ i→ j

New model: nonlinear PF, with generator control  

     !θi =ωi

Mi !ωi  = −Diωi + pi − CieP e
e
∑

     Pij = bij sin θi −θ j( )               ∀ i→ j



Generator-side control 

generator bus:  real power injection 
load bus:    controllable load 

New model: nonlinear PF, with generator control  

     !θi =ωi

Mi !ωi  = −Diωi + pi − CieP e
e
∑

     Pij = bij sin θi −θ j( )               ∀ i→ j



Generator-side control 
New model: nonlinear PF, with generator control  

!pi = −
1
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pi + ai( )

!ai = −
1
τ gi

ai + pi
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generator buses:  

primary control  pi
c (t) = pi

c ωi (t)( )
e.g. freq droop  pi

c ωi( ) = −βiωi

     !θi =ωi

Mi !ωi  = −Diωi + pi − CieP e
e
∑

     Pij = bij sin θi −θ j( )               ∀ i→ j



Load-side (primary) control 6

The name of the dynamic law (27) comes from the fact that
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Equations (27a), (27b) and (27g) show that dynamics (1)
can be interpreted as a subset of the primal-dual dynamics
described in (27) for the special case when ⇣⌫

i

= M�1

i

and
�P

ij

= B
ij

. Therefore, we can interpret the frequency !
i

as
the Lagrange multiplier ⌫

i

.
This observation motivates us to propose a distributed load

control scheme that is naturally decomposed into
Power Network Dynamics:

!̇G = M�1

G (Pm
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Equations (31) and (32) show how the network dynamics
can be complemented with dynamic load control such that the
whole system amounts to a distributed primal-dual algorithm
that tries to find a saddle point on L(x,�). We will show in
the next section that this system does achieve optimality as
intended.

Figure 1 also shows the unusual control architecture derived
from our OLC problem. Unlike traditional observer-based
controller design archtecture [36], our dynamic load control
block does not try to estimate state of the network. Instead,
it drives the network towards the desired state using a shared
static feedback loop, i.e. d

i

(�
i

+ !
i

).

Remark 5. One of the limitations of (32) is that in order
to generate the Lagrange multipliers �

i

one needs to estimate

Power Network Dynamics
(!, P )

. . . 0
di(·)

0
. . .

Dynamic Load Control
(�, ⇡, ⇢+, ⇢�, v)

+

!

+

�

d

d

Fig. 1: Control architecture derived from OLC

Pm

i

�d
i

which is not easy since one cannot separate Pm

i

from
Pm

i

�D
i

!
i

when one measure the power injection of a given
bus without knowing D

i

. This problem will be addressed in
Section VI where we propose a modified control scheme that
can achieve the same equilibrium without needing to know D

i

exactly.

V. OPTIMALITY AND CONVERGENCE

In this section we will show that the system (31)-(32) can
efficiently rebalance supply and demand, restore the nominal
frequency, and preserve inter-area flow schedules and thermal
limits.

We will achieve this objective in two steps. Firstly, we will
show that every equilibrium point of (31)-(32) is an optimal
solution of (9). This guarantees that a stationary point of the
system efficiently balances supply and demand and achieves
zero frequency deviation.

Secondly, we will show that every trajectory
(d(t), ˆd

i

(t), P (t), v(t),!(t),�(t),⇡(t), ⇢+(t), ⇢�(t))
converges to an equilibrium point of (31)-(32). Moreover, the
equilibrium point will satisfy (2) and (5).

Theorem 6 (Optimality). A point p⇤ = (d⇤, ˆd⇤, x⇤,�⇤
) is an

equilibrium point of (31)-(32) if and only if is a primal-dual
optimal solution to the OLC problem.

Proof: The proof of this theorem is a direct application
of Lemma 4. Let (d⇤, ˆd⇤, x⇤,�⇤

) be an equilibrium point of
(31)-(32). Then, by (31c) and (32c)-(32e), �⇤ is dual feasible.

Similarly, since !̇
i

= 0, ˙�
i

= 0, ⇡̇
k

= 0, ⇢̇+
ij

= 0 and
⇢̇�
ij

= 0, then (31a)-(31b) and (32a)-(32d) are equivalent to
primal feasibility, i.e. (d⇤, ˆd⇤, P ⇤, v⇤) is a feasible point of (9).
Finally, by definition of (31)-(32) conditions (21) and (22) are
always satisfied by any equilibrium point. Thus we are under
the conditions of Lemma 4 and therefore p⇤ = (d⇤, ˆd⇤, x⇤,�⇤

)

is primal-dual optimal which also implies that !⇤
= 0.

Remark 7. Theorem 6 implies that every equilibrium solution
of (31)-(32) is optimal with respect to OLC. However, it
guarantees neither convergence to it nor that the line flows
satisfy (2) and (5).

The rest of this section is devoted to showing that in
fact for every initial condition (P (0), v(0),!(0),�(0),⇡(0),

load-side control 

di (t) := ci
'−1 ωi (t)( )"# $%di

di

θ,ω, p,a( )



Theorem 

#  Every closed-loop equilibrium solves 
OLC and its dual 

 
 

Load-side primary control works 

θi
* −θ j

* <
π
2

 

Suppose  

 
#  Any closed-loop equilibrium is (locally) 

asymptotically stable provided 

pi
c ω( )− pic ω*( ) ≤ Li ω −ω*

near ω*  for some Li < Di



Outline 

Motivation 
 

Network model 
 

Load-side frequency control 
 

Simulations 
 
 
Main references:  

 Zhao, Topcu, Li, Low, TAC 2014 
 Mallada, Zhao, Low, Allerton 2014 
 Zhao, Low, CDC 2014 



Simulations 

Dynamic simulation of IEEE 39-bus system 

 

•  Power System Toolbox (RPI) 
•  Detailed generation model 
•  Exciter model, power system 
    stabilizer model 
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VII. NUMERICAL ILLUSTRATIONS

We now illustrate the behavior of our control scheme. We
consider the widely used IEEE 39 bus system, shown in Figure
2, to test our scheme. We assume that the system has two
independent control areas that are connected through lines
(1, 2), (2, 3) and (26, 27). The network parameters as well
as the initial stationary point (pre fault state) were obtained
from the Power System Toolbox [41] data set.

Each bus is assumed to have a controllable load with D
i

=

[�d
max

, d
max

], with d
max

= 1p.u. on a 100MVA base and
disutility function

c
i
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Z
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tan(
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s)ds=�2d
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⇡
ln(| cos( ⇡
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) = c0
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+ �
i

) =

2d
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⇡

arctan(!
i

+ �
i

). See
Figure 3 for an illustration of both c

i

(d
i

) and d
i

(�
i

).
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Throughout the simulations we assume that the aggregate
generator damping and load frequency sensitivity parameter
D

i

= 0.2 8i 2 N and �v

i

= ⇣�
i

= ⇣⇡
k

= ⇣⇢
+

e

= ⇣⇢
�

e

= 1,
for all i 2 N , k 2 K and e 2 E . These parameter values
do not affect convergence, but in general they will affect
the convergence rate. The values of Pm are corrected so
that they initially add up to zero by evenly distributing the
mismatch among the load buses. ˆP is obtained from the
starting stationary condition. We initially set ¯P and P so that
they are not binding.

We simulate the OLC-system as well as the swing dynam-
ics (31) without load control (d

i

= 0), after introducing a
perturbation at bus 29 of Pm

29

= �2p.u.. Figures 4 and 5 show
the evolution of the bus frequencies for the uncontrolled swing
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Fig. 5: Frequency evolution: Area 2

dynamics (a), the OLC system without inter-area constraints
(b), and the OLC with area constraints (c).

It can be seen that while the swing dynamics alone fail
to recover the nominal frequency, the OLC controllers can
jointly rebalance the power as well as recovering the nominal
frequency. The convergence of OLC seems to be similar or
even better than the swing dynamics, as shown in Figures 4
and 5.
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Fig. 7: LMPs and inter area lines flows: with thermal limits

Now, we illustrate the action of the thermal constraints by
adding a constraint of ¯P

e

= 2.6p.u. and P
e

= �2.6p.u. to
the tie lines between areas. Figure 6 shows the values of
the multipliers �

i

, that correspond to the Locational Marginal
Prices (LMPs), and the line flows of the tie lines for the same
scenario displayed in Figures 4c and 5c, i.e. without thermal



Primary control 

V. CASE STUDY

We illustrate the performance of the proposed control
through a simulation of the IEEE New England test system
shown in Fig. 1.

Fig. 1. IEEE New England test system [39].

This system has 10 generators and 39 buses, and a total
load of about 60 per unit (pu) where 1 pu represents 100
MVA. Details about this system including parameter values
can be found in Power System Toolbox [39], which we use
to run the simulation in this section. Compared to the model
(2)–(4), the simulation model is more detailed and realistic,
with transient generator dynamics, excitation and flux decay
dynamics, changes in voltage and reactive power over time,
and lossy transmission lines, et cetera.

The primary frequency control of generator or load j

is designed with cost function c

j

(p

j

) =

Rj

2 (p

j

� p

set
j

)

2,
where p

set
j

is the power injection at the setpoint, an initial
equilibrium point solved from static power flow problem. By
choosing this cost function, we try to minimize the deviations
of power injections from the setpoint, and have the control

p

j

=

h
p

set
j

� 1
Rj

!

j

i
pj

p

j

from (15)(16) 3. We consider the

following two cases in which the generators and loads have
different control capabilities and hence different [p

j

, p

j

]:

1) All the 10 generators have [p

j

, p

j

] = [p

set
j

(1 �
c), p

set
j

(1 + c)], and all the loads are uncontrollable;
2) Generators 2, 4, 6, 8, 10 (which happen to provide half

of the total generation) have the same bounds as in case
(1). Generators 1, 3, 5, 7, 9 are uncontrollable, and all
the loads have [p

j

, p

j

] = [p

set
j

(1 + c/2), p

set
j

(1� c/2)],
if we suppose p

set
j

 0 for loads j 2 L.
Hence cases (1) and (2) have the same total control capacity
across the network. Case (1) only has generator control while

3Only the load control pj for j 2 L is written since the generator control
pcj for j 2 G takes the same form.

in case (2) the set of generators and the set of loads each
has half of the total control capacity. We select c = 10%,
which implies the total control capacity is about 6 pu. For all
j 2 N , the feedback gain 1/R

j

is selected as 25p

set
j

, which
is a typical value in practice meaning a frequency change
of 0.04 pu (2.4 Hz) causes the change of power injection
from zero all the way to the setpoint. Note that this control
is the same as frequency droop control, which implies that
indeed frequency droop control implicitly solves an OFC
problem with quadratic cost functions we use here. However,
our controller design is more flexible by allowing a larger
set of cost functions.

In the simulation, the system is initially at the setpoint
with 60 Hz frequency. At time t = 0.5 second, buses 4,
15, 16 each makes 1 pu step change in their real power
consumptions, causing the frequency to drop. Fig. 2 shows
the frequencies of all the 10 generators under the two cases
above, (1) with red and (2) with black. We see in both cases
that frequencies of different generators have relatively small
differences during transient, and are synchronized towards
the new steady-state frequency. Compared with generator-
only control, the combined generator-and-load control im-
proves both the transient and steady-state frequency, even
though the total control capacities in both cases are the same.
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Fig. 2. Frequencies of all the 10 generators under case (1) only generators
are controlled (red) and case (2) both generators and loads are controlled
(black). The total control capacities are the same in these two cases.

VI. CONCLUSION AND FUTURE WORK
We have presented a systematic method to jointly design

generator and load-side primary frequency control, by for-
mulating an optimal frequency control (OFC) problem to
characterize the desired equilibrium points of the closed-
loop system. OFC minimizes the total generation cost and
user disutility subject to power balance over entire network.
The proposed control is completely decentralized, depending
only on local frequency. Stability analysis for the closed-
loop system with Lyapunov method has led to a sufficient
condition for any equilibrium point to be asymptotically
stable. A simulation shows that the combined generator-
and-load control improves both transient and steady-state
frequency, compared to the traditional control on generators
only, even when the total control capacity remains the same.
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VII. NUMERICAL ILLUSTRATIONS

We now illustrate the behavior of our control scheme. We
consider the widely used IEEE 39 bus system, shown in Figure
2, to test our scheme. We assume that the system has two
independent control areas that are connected through lines
(1, 2), (2, 3) and (26, 27). The network parameters as well
as the initial stationary point (pre fault state) were obtained
from the Power System Toolbox [41] data set.

Each bus is assumed to have a controllable load with D
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=
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], with d
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= 1p.u. on a 100MVA base and
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Throughout the simulations we assume that the aggregate
generator damping and load frequency sensitivity parameter
D

i

= 0.2 8i 2 N and �v

i

= ⇣�
i
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k

= ⇣⇢
+

e
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e

= 1,
for all i 2 N , k 2 K and e 2 E . These parameter values
do not affect convergence, but in general they will affect
the convergence rate. The values of Pm are corrected so
that they initially add up to zero by evenly distributing the
mismatch among the load buses. ˆP is obtained from the
starting stationary condition. We initially set ¯P and P so that
they are not binding.

We simulate the OLC-system as well as the swing dynam-
ics (31) without load control (d

i

= 0), after introducing a
perturbation at bus 29 of Pm

29

= �2p.u.. Figures 4 and 5 show
the evolution of the bus frequencies for the uncontrolled swing
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Fig. 5: Frequency evolution: Area 2

dynamics (a), the OLC system without inter-area constraints
(b), and the OLC with area constraints (c).

It can be seen that while the swing dynamics alone fail
to recover the nominal frequency, the OLC controllers can
jointly rebalance the power as well as recovering the nominal
frequency. The convergence of OLC seems to be similar or
even better than the swing dynamics, as shown in Figures 4
and 5.
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Now, we illustrate the action of the thermal constraints by
adding a constraint of ¯P

e

= 2.6p.u. and P
e

= �2.6p.u. to
the tie lines between areas. Figure 6 shows the values of
the multipliers �
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, that correspond to the Locational Marginal
Prices (LMPs), and the line flows of the tie lines for the same
scenario displayed in Figures 4c and 5c, i.e. without thermal
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VII. NUMERICAL ILLUSTRATIONS

We now illustrate the behavior of our control scheme. We
consider the widely used IEEE 39 bus system, shown in Figure
2, to test our scheme. We assume that the system has two
independent control areas that are connected through lines
(1, 2), (2, 3) and (26, 27). The network parameters as well
as the initial stationary point (pre fault state) were obtained
from the Power System Toolbox [41] data set.

Each bus is assumed to have a controllable load with D
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Throughout the simulations we assume that the aggregate
generator damping and load frequency sensitivity parameter
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for all i 2 N , k 2 K and e 2 E . These parameter values
do not affect convergence, but in general they will affect
the convergence rate. The values of Pm are corrected so
that they initially add up to zero by evenly distributing the
mismatch among the load buses. ˆP is obtained from the
starting stationary condition. We initially set ¯P and P so that
they are not binding.

We simulate the OLC-system as well as the swing dynam-
ics (31) without load control (d

i

= 0), after introducing a
perturbation at bus 29 of Pm

29

= �2p.u.. Figures 4 and 5 show
the evolution of the bus frequencies for the uncontrolled swing
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dynamics (a), the OLC system without inter-area constraints
(b), and the OLC with area constraints (c).

It can be seen that while the swing dynamics alone fail
to recover the nominal frequency, the OLC controllers can
jointly rebalance the power as well as recovering the nominal
frequency. The convergence of OLC seems to be similar or
even better than the swing dynamics, as shown in Figures 4
and 5.
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It can be seen that while the swing dynamics alone fail
to recover the nominal frequency, the OLC controllers can
jointly rebalance the power as well as recovering the nominal
frequency. The convergence of OLC seems to be similar or
even better than the swing dynamics, as shown in Figures 4
and 5.
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Now, we illustrate the action of the thermal constraints by
adding a constraint of ¯P

e

= 2.6p.u. and P
e

= �2.6p.u. to
the tie lines between areas. Figure 6 shows the values of
the multipliers �

i

, that correspond to the Locational Marginal
Prices (LMPs), and the line flows of the tie lines for the same
scenario displayed in Figures 4c and 5c, i.e. without thermal

swing dynamics with OLC 

area 1 



Forward-engineering design facilitates 
!  explicit control goals 
!  distributed algorihtms 
!  stability analysis 

Load-side frequency regulation 
!  primary & secondary control works 
!  helps generator-side control 

Conclusion 


